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Dear Mr. Seuffert:  
 
Northern States Power Company, doing business as Xcel Energy (the Company), 
submits the attached Hosting Capacity Analysis (HCA) Report to the Minnesota 
Public Utilities Commission in compliance with Minn. Stat. § 216B.2425, subd. 8 
and the Commission’s July 31, 2020 Order in Docket No. E002/M-19-685 (July 
2020 Order).1  
 
The tabular spreadsheet results of our 2020 HCA (Attachment B to this filing) do 
not publicly provide the peak substation transformer load or peak feeder load data. 
We have marked this information as non-public, protected data and provide a 
detailed explanation and justification for this treatment in our Hosting Capacity 
Analysis Report, Attachment E, Security and Confidentiality Considerations.  
 
Pursuant to Minn. Stat. § 216.17, subd. 3, we have electronically filed this 
document with the Minnesota Public Utilities Commission, and copies have been 
served on all parties on the attached service lists.  Please contact Jody Londo at 
jody.l.londo@xcelenergy.com or 612-330-5601 or me at 
bria.e.shea@xcelenergy.com or 612-330-6064 if you have any questions regarding 
this filing. 
 

 
1 Docket No. E002/M-19-685, In the Matter of Xcel Energy’s 2019 Hosting Capacity Analysis Report, ORDER 
ACCEPTING REPORT AND SETTING FURTHER REQUIREMENTS, July 31, 2020. 
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IN THE MATTER OF THE XCEL ENERGY 
2020 HOSTING CAPACITY REPORT UNDER 
MINN. STAT. § 216B.2425, SUBD. 8 

DOCKET NO. E002/M-20-___ 
 

HOSTING CAPACITY ANALYSIS REPORT  
 
 

INTRODUCTION 
 

Northern States Power Company, doing business as Xcel Energy (the Company), 
submits this Hosting Capacity Analysis (HCA) Report to the Minnesota Public 
Utilities Commission in compliance with Minn. Stat. § 216B.2425, subd. 8 and the 
Commission’s July 31, 2020 Order in Docket No. E002/M-19-685 (July 2020 Order).1  
 
Our 2020 HCA Report provides a detailed description of the tools and methodology 
we used to conduct the 2020 HCA, including discussion on how we have enhanced 
both the HCA methodology and the presentation of the results. Over time, we have 
made significant efforts to improve the value of the HCA so that it is a useful tool to 
identify areas of constraints for distributed energy resources (DER) interconnection in 
our distribution system. We conducted three stakeholder workshops in June 2020 to 
provide insight and gain feedback on the HCA process, tools, methodology, and 
technical assumptions and criteria thresholds. These workshops were overseen by the 
Commission Staff and addressed the additional topics identified for stakeholder 
discussion by the Commission.2  
 
We have included additional information in the 2020 HCA so that it would provide 
sufficient information to be a reliable starting point for interconnection applications – 
based on the July 2020 Order, stakeholder feedback, and guidance from the current 
industry practice. For example, sub-feeder Tabular Results list all criteria violations 
and available hosting capacity by feeder segment and new notes field to the HCA map 

 
1 Docket No. E002/M-19-685, In the Matter of Xcel Energy’s 2019 Hosting Capacity Analysis Report, ORDER 
ACCEPTING REPORT AND SETTING FURTHER REQUIREMENTS, July 31, 2020. 
2 Topics were identified in the Commission’s meeting on June 11, 2020 and are included in Order Point 22 of 
the July 2020 Order. 
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pop-up and feeder Tabular Results indicate installed voltage supervisory reclosing 
(VSR), constrained feeders and substations, and substations owned by other utilities. 
Our 2020 HCA Report is the culmination of lessons learned thus far and provides 
improved methodology, analyses, and presentation. As such, the 2020 HCA provides 
developers increased information and reliable estimates of available hosting capacity at 
the feeder and sub-feeder levels to be a starting point for interconnection. 
 
In this 2020 HCA, we continue to treat some information as not public.  Existing 
regulatory, legal, and industry frameworks continue to provide little specific guidance 
with respect to data security protections and customer privacy and confidentiality 
considerations as it relates to distribution grid data. There is however, increasing 
concern regarding the critical nature of the electric grids that power all of the other 
critical sectors, and the increasing threats the energy sector is facing every day.  We 
look forward to engaging in the discussion outlined in the Commission’s July 31, 2020 
Order in Docket No. E002/M-19-685 – now initiated by the Commission’s October 
30, 2020 Notice in Docket Nos. E002/M-19-685 and E999/CI-20-800.  
 
Our 2020 HCA Report also explores increasing the frequency of the HCA and the 
potential future use of the HCA in the interconnection process. As directed by the 
July 2020 Order, we evaluated the costs and benefits of several potential future Use 
Cases for the HCA: remaining an early indicator for interconnection; integrating with 
the pre-application report; replacing or augmenting Initial or Supplemental screens of 
the Minnesota Distributed Energy Resources Interconnection Process (MN DIP); and 
integrating with MN DIP to automate the interconnection process. To this end, we 
held a series of stakeholder workshops in September 2020, engaged Electric Power 
Research Institute (EPRI) to provide industry perspective, technical assistance, and 
prepare a roadmap for transitioning to potential HCA futures.  The illustrative 
timelines associated with the potential HCA futures will need to be adjusted depending 
on the direction the Commission provides, a detailed design process, and resolution of 
cost recovery for the changes. 
 
In the body of this filing, we outline our hosting capacity analysis and results and 
summarize the following additional information we are required to provide with the 
HCA report. The detailed discussion and/or analyses are provided in separate 
Attachments, as indicated below. This filing document includes sections on: 

• The 2020 HCA methodology and results, including any changes to the 
methodology and new information provided,  

• Results of our stakeholder engagement efforts, 
• Grid security and customer confidentiality and security considerations, 
• Roadmap for HCA futures – the costs and benefits associated with various 

potential future HCA Use Cases as specified in the July 2020 Order, 
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• Compliance with the Commission’s July 2020 Order.  
 
Attachment A, the 2020 HCA Report, discusses HCA trends in the industry; the 
DRIVE tool; the 2020 HCA methodology, assumptions, criteria thresholds, and 
results; any changes to the 2020 HCA methodology and results presentation; and 
how specific stakeholder feedback was incorporated to the 2020 HCA.   
 
Attachment B provides the tabular 2020 HCA results by feeder, which are also 
posted to our website. 
 
Attachment C provides a tabular report of all criteria threshold violations and 
available hosting capacity by feeder segment, which is also posted to our website. 
 
Attachment D1 and D2 summarize discussions at the stakeholder Workshops 
held in June 2020 (2020 HCA methodology) and September 2020 (future Use 
Cases). 
 
Attachment E outlines our treatment of grid security and customer confidentiality 
and security issues in presenting the 2020 HCA results. 
 
Attachment F provides a roadmap for integrating the HCA with the DER 
interconnection process and an analysis of future Use Cases. 
 
Attachment G is a compliance matrix that identifies the location of the content 
that complies with each of the requirements established in the Commission’s July 
2020 Order.  

 
I. 2020 HCA METHODOLOGY AND RESULTS 
 
The Company filed its first HCA Report in December 2016 and has filed HCA 
Reports annually each subsequent November 1.  For each annual HCA, we have used 
the Distribution Resource Integration and Value Estimation (DRIVE) tool, developed 
by EPRI.  With the input from Xcel Energy and other DRIVE users, EPRI has 
modified and enhanced the DRIVE tool over time.  We also have improved the 
quality and usefulness of our HCA report and results over time by revising our use of 
the DRIVE tool, our validation and presentation of HCA results, and through 
ongoing and increased engagement with stakeholders.  The purpose and methods of 
HCA are evolving as a result of a rapidly changing distribution system landscape – the 
rising demand for DER is driving change for grid modernization efforts as well as for 
streamlining the interconnection process. The Company continues to be at the 
forefront of this overall change.  
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A. Background  
 
Minn. Stat. § 216B.2425, subd. 8 requires that a utility operating under an approved 
multiyear rate plan: 

Shall conduct a distribution study to identify interconnection points on its distribution 
system for small-scale distributed generation resources and shall identify necessary 
distribution upgrades to support the continued development of distributed generation 
resources, and shall include the study in its report required under subdivision 2. 

 
In its June 28, 2016 Order, the Commission clarified that for the purposes of the 
hosting capacity study, small-scale distributed generation resources are defined as 
resources that are 1 MW or less.3   
 
Until 2020, DRIVE offered two methodologies to conduct the HCA – the Small 
Distributed and the Large Centralized.  We began to use the Large Centralized 
methodology in the 2017 HCA.  In 2020, EPRI added a new methodology and 
renamed the initial DRIVE methodologies – dropping the “size” from each, as their 
use is not defined by the small or large DER size, but the purpose for use, i.e., the Use 
Case. The current DRIVE methodologies are: (1) Distributed, which is intended to 
support a planning use case; (2) Centralized, which supports an interconnection use 
case; and (3) a new Combined methodology, which supports a combined planning 
and interconnection use case.   
 
With the primary Use Case currently being to aid the interconnection process – and 
the long-term goal for our HCA to integrate with the early steps in the MN DIP 
interconnection process – the Centralized method continues to be the most 
appropriate for our 2020 analysis.   
 
EPRI defines hosting capacity as the amount of DER that can be accommodated on 
the existing utility system without adversely affecting power quality or reliability under 
existing configurations and without requiring infrastructure upgrades.  The two 
primary statutory objectives for the HCA are: (1) identifying available locations for 
DER interconnection on the distribution system, and (2) identifying upgrades 
necessary to support continued development of distributed generation.  
 
Our objective for the HCA has aligned with Minn. Stat. § 216B.2425, subd. 8 and past 
Commission Order that the HCA serve as a “starting point” for interconnection 

 
3 Docket No. E002/M-15-962, In the Matter of Xcel Energy’s 2015 Biennial Distribution-Grid-Modernization Report, 
ORDER CERTIFYING ADVANCED DISTRIBUTION-MANAGEMENT SYSTEM (ADMS) PROJECT UNDER MINN. 
STAT. § 216B.2425 AND REQUIRING DISTRIBUTION STUDY, June 28, 2016, Order Point 3.a. 
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applications.4  In its July 2020 Order, the Commission adopted a long-term goal to 
use the hosting capacity analysis in the interconnection process’s Fast Track screens, 
and required the Company to work with stakeholders to provide a series of analyses 
exploring the costs and benefits for various future HCA Use Cases.  
 
The 2020 HCA report continues our track record of improved analysis and results, 
and continues to play an important role as a starting point for the interconnection 
process.  The additional analyses and roadmap we include with this report provide 
helpful information toward achieving the Commission’s long-term goal of integrating 
the HCA with the initial steps of the MN DIP.5 
 
B. DRIVE Analysis  
 
The Company began using DRIVE in 2016, but it had been in development and 
limited release since 2011. The DRIVE tool initially used a stochastic approach to 
hosting capacity assessment, which was shifted to a streamlined approach in 2014 and 
a hybrid approach in 2017. The DRIVE tool incorporates years of knowledge from 
detailed hosting capacity analyses conducted by EPRI in order to screen for voltage, 
thermal, and protection impacts from DER. The DRIVE User Group – total of 35 
utilities and planning tool vendors – work together to apply and evolve DRIVE 
hosting capacity analysis. We believe that DRIVE, with its expanded industry reach 
and collaboration, continues to be the best tool to conduct our HCA. 
 
For the 2020 HCA, we used DRIVE version 2.1.1. Our HCA process begins with 
incorporating data and assumptions about our distribution system into DRIVE, such 
as: (1) characteristics of each substation and feeder, (2) characteristics of the customer 
load, and, (3) characteristics of existing interconnected DER.  As the first step of the 
2020 HCA, we created 1,050 feeder models in Synergi Electric, which is our 
distribution load-flow program.  Primarily, the information for these feeder models 
comes from our Geospatial Information System (GIS).  We supplement the GIS asset 
information with our 2020 load data forecast and historic actual customer demand 
and energy data.   
 
After we extract the asset data from GIS to our Synergi planning tool, we perform a 
series of quality checks to address any errors, including running cleanup scripts that 
specify the head-end voltage, burial depths of underground cable, height of overhead 
conductor, and equipment settings for capacitors, reclosers, and regulators.  Once we 

 
4 Docket No. E002/M-15-962, In the Matter of Xcel Energy’s 2015 Biennial Distribution-Grid-Modernization Report, 
ORDER SETTING ADDITIONAL REQUIREMENTS FOR XCEL’S 2017 HOSTING CAPACITY REPORT, August 1, 
2017, Order Point 1.  
5 See Order Point Nos. 4, 5, 8, 9, 10, 17, Docket No. E002/M-19-685 (July 31, 2020). 
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have addressed all errors in a particular feeder model, we allocate the load to the 
feeder, run a load-flow, and perform a final check for any abnormalities on the feeder.   
 
Lastly, after finalizing the feeder models, we use DRIVE to perform the hosting 
capacity technical analysis. We perform a series of quality assurance protocols 
throughout the analysis process to ensure as accurate as possible results. These steps 
include running model clean-up scripts in Synergi, following up on any flagged 
Synergi exceptions, following up on any flags during conversion from Synergi to 
DRIVE, and comparing DRIVE results to previous HCA results to investigate any 
large deviations in available hosting capacity or number of threshold violations. All 
flagged items and any unexpected changes in results are followed up by further 
engineer investigation and correction, if determined necessary.  
 
We also note that after the Commission determines the Use Case for our future 
HCAs, in compliance with Order Pt. 17 of the July 2020 Order, we will develop a 
corresponding data validation plan for that Use Case, solicit written feedback from 
stakeholders, and include the final validation plan in the subsequent HCA filing.   
 
DRIVE uses a default value of 100 kW for the increment of simulated DER that is 
added to calculate the limiting criteria. The minimum increment impacts four DRIVE 
criteria thresholds and would provide more granular results for them.  Based on the 
stakeholder feedback received in the HCA Workshop 3, we continued to use the 100 
kW minimum penetration increment in the 2020 HCA. 
 
Similar to the 2019 HCA, we created feeder models for approximately 1/3 of the 
feeders in order to optimize resources. In addition, we updated the models for any 
feeder that meets one of the following criteria: load change of 500 kW or more; 
addition of a community solar garden (any size) or other large generation; or other 
significant changes (large capacity projects, feeder cuts, load transfers, etc.). 
 
Unless otherwise noted, we have used in the 2020 HCA the same DRIVE tool 
features, overall methodology, and data components as in our 2019 HCA. We have 
also made several improvements and changes to our 2020 HCA, based on the July 
2020 Order and feedback from the stakeholder Workshops, as listed below:  

• Use of Actual Daytime Minimum Loads:  For 894 feeders out of 1,050 feeders, we 
used actual Daytime Minimum Load (DML) values based on available 
Supervisory Control and Data Acquisition (SCADA) data. All DML values are 
included in the heat map pop-up and feeder tabular report, which also indicate 
whether the DML value displayed is an actual or estimated value, as required by 
Order Pt. 14 of the July 2020 Order.  
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• Use of Unintentional Islanding Threshold:  We utilized the Unintentional Islanding 
threshold in our 2019 analysis, but it was not used in the 2020 analysis due to a 
change in the DRIVE version 2.1.1, which does not consider the feeder-head 
as a constraint. This functionality of the Unintentional Islanding threshold is 
restored in later DRIVE versions, and we will use this threshold again in future 
HCAs. 

• Additional Element Fault Current and Reverse Power Flow Values: The Additional 
Element Fault Current criteria threshold was increased to 20%, while the 
Reverse Power Flow threshold was reduced to 80% of the feeder’s minimum 
load.  These changes were made in order to align with our interconnection 
studies.  

• Additional Data in Results Presentation:  
o The heat map pop-up and feeder tabular report display the information 

required by Order Pt. 6 of the July 2020 Order, including transformer 
name, feeder and substation transformer minimum loading, presence of 
a Load Tap Changer (LTC) or regulator in the substation, and whether 
the feeder is network or radial.  

o A new notes field to the pop-up and feeder tabular report indicates if 
voltage supervisory reclosing (VSR) is installed on the feeder at the 
substation, if the substation is owned by another utility than Xcel 
Energy, or if the feeder and/or substation is constrained and unlikely to 
have available capacity without significant distribution system upgrades.  

• Sub-Feeder Tabular Report: We have prepared a separate sub-feeder tabular 
report, which provides all criteria threshold violations and available hosting 
capacity for each feeder segment, as directed in Order Pts. 13 and 15 of the July 
2020 Order.  

• Additional Analyses: We did not conduct those additional analyses that were 
performed specifically for the 2019 HCA, but not required by the Commission 
for the 2020 HCA, such as examining mitigation options for those feeders that 
had no capacity in the prior year’s HCA; conducting a case study on a feeder 
varying locations and levels of generation and load;  performing a sensitivity 
analysis; and evaluating the accuracy of HCA results by comparing DRIVE 
results to Synergi results or to actual interconnection studies. 

 
Our modeling considered only DER that acts as a generation source to the 
distribution system.  DER that behaves primarily as an energy source (e.g., solar, 
wind, biomass) tends to only reduce hosting capacity.  In contrast, battery storage has 
the potential to act as a load to reduce thermal and voltage impacts, effectively 
increasing hosting capacity, if sited and coordinated properly with DER output.  The 
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DRIVE tool has the capability to analyze the load characteristics of the newer forms 
of DER, including battery storage and electric vehicles (EVs).  These load hosting 
capacity results could be used to identify areas with greater potential for siting EV 
charging stations or other loads associated with beneficial electrification, but we 
consider this type of analysis as part of traditional distribution planning rather than 
part of HCA. We address the Commission’s request stemming from our 2019 HCA 
proceeding (Order Pt. 7 of the July 2020 Order) to discuss how the HCA can be used 
to further state beneficial electrification and how a load hosting capacity analysis could 
be conducted in the Integrated Distribution Plan (IDP) Compliance filing submitted 
on October 30, 2020 in Docket No. E002/M-19-666. 
 
C. How to Read the Results 
 
We provide the results of our 2020 HCA in a tabular format and as an interactive 
visual representation, or heat map.  The results are a snapshot in time as of August 
2020, based on the characteristics and topology of the Company’s distribution system 
at that time. The hosting capacity for a feeder is a range of values that depends on 
several variables, including DER location, DER technology, load characteristics, 
feeder design, and feeder operation. Any addition of new generation on a feeder will 
reduce the available hosting capacity by an unknown value, impacted predominantly 
by the location of new DER.  
 
In Order Pt. 12 of the July 2020 Order, the Commission directed the Company, to the 
extent practicable, show the actual locations of distribution system lines instead of 
broad blocks of color on the HCA map.  We continue to believe such an approach 
would risk grid security and customer privacy, confidentiality and security as described 
in more detail in Section III below and in Attachment E.  Therefore, we again provide 
a heat map view of available hosting capacity to accompany a set of Tabular Results, 
consistent with our past HCA Reports. We look forward to participating in further 
discussion on grid and customer security issues in the proceeding that was initiated by 
the Commission’s October 30, 2020 Notice, based on Order Pt. 19 of the July 2020 
Order. 
 
We provide two sets of Tabular Results: Attachment B provides the HCA results by 
feeder and Attachment C provides the HCA results by feeder segment. Attachment C 
contains the sub-feeder results with all criteria threshold violations and corresponding 
hosting capacity values. It also includes a unique number for each line segment. Both 
tabular reports can be exported in xlsx. format from our website. Due to technical 
and size limitations, the heat map pop-up displays the primary violation only and does 
not include a unique name or number for each line segment. We will continue to 
explore technical solutions to display in the pop-up all violations and the line segment 
identification in future HCA updates. 
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The heat map is available on our website at: 
https://www.xcelenergy.com/working_with_us/how_to_interconnect/hosting_capa
city_map_disclaimer. Figure 1A below is an example of the visual hosting capacity 
results on the heat map and Figure 1B displays a heat map pop-up screen. 

 
Figure 1A: Example of Heat Map Results 

 

 
 

Figure 1B: Example of Heat Map Pop-Up Screen 
 

 
 

https://www.xcelenergy.com/working_with_us/how_to_interconnect/hosting_capacity_map_disclaimer
https://www.xcelenergy.com/working_with_us/how_to_interconnect/hosting_capacity_map_disclaimer
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We remind readers that the 2020 HCA presents the discrete hosting capacity of 
individual feeders without analysis of the cumulative effects of DER additions to 
substations or the transmission system.  As DER penetration increases, system 
constraints are likely to limit hosting capacity in various geographical areas.  For 
instance, a substation may have three feeders with 3 MW of available capacity on each 
– but the substation or transmission systems may not have 9 MW of available 
capacity.  As a result, the HCA is not a holistic system view, but rather a snapshot of 
the capabilities of individual feeders as they are positioned at the time of our analysis.  
 
The 2020 HCA results show that 122 feeders have zero maximum hosting capacity. 
Most of these feeders (97) have at least 1 MW of existing DER on them. DRIVE 
considers potential DER in increments of 100 kW on three-phase sections, which 
means that even if a feeder shows zero hosting capacity, the actual available capacity 
may be something between zero and 100 kW.  Therefore, additional small-scale DER 
may not be prohibitive.  
 
Additionally, the heat map and Tabular Results provide the amount of hosting 
capacity available without conducting any mitigations. Therefore, even if a feeder may 
show low hosting capacity, it is possible that mitigations could allow higher levels of 
DER to be interconnected. However, an engineering study would need to be 
completed to determine whether mitigation would increase available capacity.  
 
Finally, the HCA is a snapshot in time and reflects installed DER generation and 
feeder topology at the time of the analysis. The HCA does not account for DER 
projects that are in the interconnection queue. 
 
While the Commission has established a long-term goal to integrate, replace or 
augment portions of the interconnection process with the HCA –  today, the HCA 
results are not intended to be used in lieu of engineering studies or for approving 
interconnection requests.6  Rather, they are intended to be an initial indication as to 
how much additional DER might be able to be interconnected on a given feeder.  
After consulting the HCA heat map or Tabular Results, we recommend developers 
use progressively more detailed tools to assess the viability of the potential DER site.  
More informative and site-specific information on hosting capacity, available on our 
website at www.xcelenergy.com/HowToInterconnect, is offered in the following 
order:  

 
6 See Attachment F to this HCA filing for more information about our analysis of the potential future Use 
Cases for the HCA. 

http://www.xcelenergy.com/HowToInterconnect
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1. Review the Company’s publicly-available DER interconnection queue.7  The 
queue is updated monthly, and includes any generation that has been proposed 
but was not in service at the time the HCA data was drawn as a snapshot in 
time. 

2. Request a Pre-Application Report for the interconnection location of interest in 
order to further identify characteristics of the circuit that may impact hosting 
capacity. 

3. Submit an interconnection application for the DER project to initiate the 
Screening and/or Study process.  A completed interconnection application is 
the mechanism how a project enters into the queue and begins the process for 
reserving hosting capacity.  The outcome of Screening or Studies will identify 
allowable interconnection capacity and any mitigation costs.  

 
Starting in November 2020, we are going to provide additional information in the 
public DER interconnection queue to help identify constrained feeders and 
substations. The list of such feeders and substations can be found as an additional tab 
at the bottom of the public queue spreadsheet, labeled as “Known Capacity 
Constraints.” This tool differs from the hosting capacity results, as it is based solely 
on thermal capacities and DER penetrations that are updated monthly.  
 
On November 2, 2020, the Company also filed a Petition in Docket E002/M-13-867 
for tariff changes to allow publicly posting additional information on CSGs in the 
interconnection queue, including feeder name, currently expected in-service date, and 
indicative interconnection cost. Although this information is mainly intended to 
provide more transparency on the extent and timing of upcoming interconnection 
work to anticipate future planned outages, it also provides useful information for 
developers who are planning new projects and searching for suitable DER locations.  
We believe the changes we have made to the HCA this year – such as adding the sub-
feeder Tabular Results listing all criteria violations and available hosting capacity by 
feeder segment as well as new information displayed in the notes field in the HCA 
map pop-up and feeder Tabular Results – will help increase the usefulness of the 2020 
HCA as a starting point for interconnection.  
 
II. STAKEHOLDER ENGAGEMENT 
 
Xcel Energy hosted a total of six Stakeholder Workshops in June and September 
2020. The purpose of the June workshop series was to gain direct feedback for the 
2020 HCA and the purpose of the September workshop series was to collaborate with 
stakeholders to analyze potential future HCA Use Cases. 

 
7 Note that prior to June 2019, the public queue included only interconnection applications for the 
Solar*Rewards Community program. 
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Attachments D1 and D2 include summaries of the workshop discussions. The 
workshop presentations were filed under Docket No. E002/M-19-685 and are also 
available at Xcel Energy’s website under “How to Interconnect,” section “Hosting 
Capacity Stakeholder Resources.” We also recorded the sessions and have posted the 
recordings on our website at: 
https://www.xcelenergy.com/working_with_us/how_to_interconnect.  
 
A. Feedback for the 2020 HCA – June Workshop Series 
 
The first workshop on June 2, 2020 established the foundation for the following two 
stakeholder meetings. The Company presented on the HCA process: first, how the 
feeder models are created in Synergi, and second, how the HCA is then run in the 
DRIVE tool. The workshop participants had general questions on the HCA process 
and heat map, and more detailed questions on the clean-up scripts for feeder models 
and data validation. After this dialogue, Dr. Matthew Rylander from the Electric 
Power Research Institute (EPRI) gave an overview of the DRIVE tool and its 
capabilities as well as other available HCA tools and methodologies.  
 
The second Stakeholder Workshop took place on June 16, 2020, just after the 
Commission met on June 11, 2020 regarding the Company’s 2019 HCA (Docket No. 
E002/M-19-685). The Commission Staff had an active role in facilitating this 
workshop, where the Company presented on the factors that warrant a feeder model 
update as well as on the technical assumptions, limiting criteria, and threshold values 
used in the DRIVE analysis.8 Also the additional topics the Commission had 
identified for stakeholder feedback (Order Point 22 of the July 2020 Order) were 
introduced for discussion. At the end of this workshop, stakeholders specified some 
additional topics that would need discussion, and based on this feedback a third 
Stakeholder Workshop was scheduled for June 30, 2020 to address four topics: 
minimum penetration increment for analysis; factors that trigger feeder remodeling 
(large generation change); Unintentional Islanding and Voltage Supervisory Reclosing 
(VSR); and Max Tap Regulator setting. At the end of the third workshop, the 
participants agreed that there were no additional open topics and that the stakeholder 
workshops had successfully achieved the goal of addressing any short-term needs for 
the 2020 HCA.  

 
8 The Commission met on June 11, 2020 and directed the Commission Staff to oversee and facilitate a 
discussion with Xcel and stakeholders of the technical assumptions, limiting criteria, and thresholds used in 
Xcel’s HCA. The Commission specified that the discussion should address: a. Thresholds for what 
constitutes a significant change in configuration, load, or generation to warrant rebuilding a feeder model; b. 
Use of the Maximum Tap Regulators in Over/Under-Voltage Analysis setting; c. Analysis assumptions for 
Primary Voltage Deviation; d. Other voltage analysis issues identified in IREC’s opening comments; e. 
Limitations on Unintentional Islanding; and f. Other topics identified by stakeholders for review. These 
requirements were included as Order Point 22 in the Commission’s July 2020 Order. 

https://www.xcelenergy.com/working_with_us/how_to_interconnect
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Order Points 21 and 23 of the July 2020 Order require that we provide the results of 
the stakeholder process in the 2020 HCA Report, including an overview of 
feedback/suggestions, whether the feedback/suggestions are included in the 2020 
HCA Report, and an explanation if any feedback/suggestions are not included in the 
2020 HCA Report. Attachment D1 provides a detailed summary of the discussions 
and feedback received during the June Stakeholder Workshops. The following 
describes how we implemented this feedback in the 2020 HCA Report. 
 
DRIVE Methodology: The participants had a lengthy discussion during Workshop 1 on 
the three different DRIVE methods to conduct the HCA: Centralized, Distributed, 
and Combined methods. As a result of this discussion, stakeholders agreed that it is 
appropriate to continue to use DRIVE’s Centralized method because interconnection 
is the most important HCA use case for solar developers and installers. Accordingly, 
we used the Centralized method in the 2020 HCA. 
 
Criteria for Feeder Re-Modeling: The Company clarified in Workshops 2 and 3 that we 
model 1/3 of the feeders each year for the HCA, which means that all feeder models 
are updated within three years. In addition, we re-model any feeder that meets one of 
the following criteria: load deviation of 500 kW or more; addition of a community 
solar garden (any size) or other large generation; or other significant changes (large 
capacity projects, feeder cuts, load transfers, etc.).  However, we apply updated loads 
to all models before performing analysis, based on new load forecasts. We specified 
that in 2019, we had 30 DER projects that were 100-500 kW in size, and none of 
them required distribution upgrades to the feeders. Considering this history, the 
Company committed to generally use 500 kW as the generation threshold that will 
trigger a feeder remodel in the 2020 HCA.   
 
Minimum Penetration Increment for Analysis. The Company uses the default DRIVE value 
–100 kW – for the increment of simulated DER that is added in DRIVE tool to 
calculate the limiting criteria. This minimum increment impacts four DRIVE 
thresholds and would provide more granular results for these criteria. We received 
feedback that at this time a 100 kW increment is probably the right value to use, and 
therefore we will continue to use the 100 kW minimum penetration increment in the 
2020 HCA.  
 
Power Factor. New DER is at 98% power factor in the HCA, but the Company uses a 
95% power factor in the interconnection studies. Based on participant questions, we 
explained that we could potentially look at adjusting to a 95% power factor in future 
HCAs. We will explore for the 2021 HCA the option to change to a 95% power 
factor.  
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Primary Voltage Deviation. It is our understanding that most utilities use a 3% aggregate 
voltage deviation threshold in the HCA, but the Company uses a more lenient 5% 
aggregate threshold, which accommodates more DER. DRIVE automatically uses the 
aggregate threshold unless the individual threshold is turned on manually. Based on 
stakeholder feedback, we agreed to investigate turning on DRIVE’s individual 
threshold and using 3% individual for the 2021 HCA.  
 
Unintentional Islanding. This value has been 100% in the past HCAs, but in the 2020 
HCA analysis we were going to use 80% generation to load threshold, which aligns 
with our current interconnection studies. However, we did not use the Unintentional 
Islanding threshold in the 2020 analysis due to a change in the DRIVE version 2.1.1, 
which does not consider the feeder-head as a constraint. This functionality is restored 
in later DRIVE versions, and we will use this threshold again in future HCAs.  
 
Voltage Supervisory Reclosing (VSR). The Company agreed to investigate for the 2020 
HCA if we can indicate on the heat map pop-up where VSR is already installed on the 
feeder, which would make the unintentional islanding threshold irrelevant. In the 2020 
HCA, we are including VSR information in the pop-up and feeder Tabular Results. 
For the 2021 HCA, we are planning to also remove the unintentional islanding 
threshold results from the tabular report for these locations.  
 
Max Tap Regulator Setting.  This is an advanced setting in DRIVE and currently set up 
as “enabled” in the HCA. There was a robust technical discussion during Workshop 3 
regarding the Max Tap Regulator setting and general agreement on what it does. 
Stakeholders did not request any modifications and as a result, the Company will not 
make any changes to the Max Tap Regulator setting for the 2020 HCA.  
 
Publish All Criteria Violations in the Tabular Results and Heat Map. We received 
stakeholder feedback that it would be very helpful to publish all criteria violations in 
the heat map pop-up. For the 2020 HCA, we prepared Tabular Results by sub-feeder 
(Attachment C), which provides all criteria threshold violations and available hosting 
capacity by feeder segment. Because the volume of information for publishing all 
criteria violations in the pop-up is so large, we were not able to find a technical 
solution for the 2020 HCA to overcome this issue. We will continue to explore 
technical options to publish all criteria violations in the pop-up for future HCA 
updates. 
 
B.  Feedback on Future HCA Use Cases – September Workshop Series 
 
We organized three Stakeholder Workshops in September 2020 to explore potential 
long-term Use Cases for the HCA, as directed in Order Points 4 and 5 of the July 
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2020 Order. The first workshop on September 2, 2020 provided background for 
evaluating the costs and benefits of four potential future HCA Use Cases:  

• Use Case 1: Use the HCA as an improved early indicator for interconnection,  
• Use Case 2: Integrate the HCA with the Pre-Application Data Report,  
• Use Case 3: Use the HCA to replace or augment Initial Review or 

Supplemental screens in the MN DIP; and  
• Use Case 4: Integrate the HCA with a more automated MN DIP. 

 
The second workshop on September 10, 2020 focused on the Use Case 1 – the HCA 
remaining an early indicator for interconnection. The goal was to learn if the current 
HCA is useful for this purpose; whether it provides reliable estimates and sufficient 
information; and how the stakeholders would suggest improving it, such as more 
frequent or targeted updates. The third workshop on September 15, 2020 evaluated 
the other long-term Use Cases, exploring how the HCA can be integrated with 
various steps of the MN DIP interconnection process. Attachment D2 provides a 
detailed summary of the discussions and feedback received during the September 
Stakeholder Workshops. 
 
For Use Cases 1-2, the workshop participants did not view the technical aspects of 
how to apply for the HCA/pre-application data as important as the end result – how 
useful the provided information is for selecting viable project locations. To this end, 
the participants indicated that the HCA or the combined HCA/pre-application report 
should provide the following types of information:  

• Accurate results that are validated.  
• Frequent updates, at least monthly preferred.  
• Targeted updates for feeders that have experienced significant load, generation, 

or system changes. 
• Fast results, the current 15 business days for pre-application report is too long. 
• Downloadable data files that can be used in developers’ own systems. 
• Comprehensive information that will help to understand if a project is viable 

(e.g., potential remaining capacity, congested feeders/substations, queue 
information, schedule for prior-in-queue projects, information if small projects 
can bypass the queue, likelihood of being on hold).  

• Information that helps to determine whether system upgrades or mitigations 
are needed. 

• Information on any recent system upgrades or any future system improvements 
that are not directly related to DER.  

• Information that helps to determine if there will be a major delay or 
opportunities to speed up the project (e.g., a 5 MW CSG in front of the site or 
projects not yet studied). 
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• Consider a basic HCA application (no cost) and an advanced version (with a 
subscription cost). 

• Consider a separate HCA/pre-application report for larger projects (additional 
time and cost) and for smaller on site solar (cheaper and faster).  

• No preference on how to apply for the pre-application report, as long as the 
method is accurate (e.g., GPS coordinates instead of clicking a map). 
 

The workshop participants believed that Xcel Energy’s current HCA can provide 
sufficient information and reliable estimates to be a starting point for interconnection, 
as long as it is updated more frequently. In general, the workshop participants agreed 
that combining the HCA map with the pre-application report would increase 
efficiency and improve the selection of suitable project sites. They also noted that 
many public interest organizations use the HCA map to understand if there are any 
constraints for DER development, and an improved HCA would help that purpose.   
 
The participants provided the following suggestions and ideas for integrating the 
HCA with the MN DIP review screens (Use Case 3) and for automating the 
interconnection process (Use Case 4):  

• Automate the process so that developers can complete initial review screens in 
a self-serve application – they would input project data and the application 
system would ping into Xcel Energy records and provide a pass/fail scenario. 

• Replace or augment some initial review screens with checks against HCA 
values. This integration would replace some of the MN DIP screens with more 
location-specific HCA results. 

• Provide more flexibility. Projects need to wait to see if they will fail initial 
review. If this information would be available through the HCA, projects could 
go directly to supplemental review and save time.  

• Consider shortening the MN DIP timelines. For example, the 30-day timeline 
for supplemental review screens seems unnecessarily long.  

• If the initial review screens are automated and integrated with the HCA, the 
timeframe could be reduced to about 5 days. This would shorten also the next 
steps, for example, the supplemental review could change to a 15-20 day 
process.  

 
In the workshop, Xcel Energy commented that many of the ideas suggested by the 
participants are also MN DIP issues that need to be discussed further and that Xcel 
Energy cannot make unilateral decisions on them. We also informed the participants 
that the Distributed Generation Workgroup (DGWG), which was established to assist 
the creation and implementation of MN DIP and its technical requirements, was 
going to meet twice in fall 2020 to review the current MN DIP experience, including 
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such issues as queue management, review timeframes, and temporary reporting 
requirements. 
 
III. SECURITY AND CONFIDENTIALITY CONSIDERATIONS  
 
The Commission’s July 2020 Order directed the Company to separately evaluate and 
justify each grid and customer privacy and security concern, including customer 
energy usage data (CEUD), and provide a description and basis for withholding any 
information (Order Pt. 18). The Commission further directed the Company, to the 
extent practicable, to show the actual locations of distribution system lines instead of 
broad blocks of color (blurring) on the HCA map (Order Pt. 12). We discuss these 
issues below and provide a more detailed discussion on these issues and grid security 
and customer confidentiality and security, more broadly in Attachment E. 
 
Generally, we note that there continues to be little distribution-specific guidance with 
respect to data security protections and customer privacy and confidentiality 
considerations as it relates to distribution grid data.  And at the same time, as we 
discuss further in Attachment E, energy infrastructure in general is under growing 
cyber threat and is being increasingly targeted by malicious actors. For example, a 
January 2020 National Conference of State Legislatures article observes that the 
federal government is taking action to help utilities and operators of critical 
infrastructure defend against the persistent barrage of cyberattacks, and state 
policymakers are pursuing additional measures to establish security requirements and 
bolster cyber-protections.9  In this article and others, there is growing recognition that 
the vulnerabilities of the energy sector are of particular concern to national security 
due to its enabling function across all critical infrastructure systems. We note that we 
are looking forward to participating in the new proceeding that the Commission 
initiated with a Notice of Comment Period on October 30, 2020 regarding grid and 
customer security issues related to public display or access to electric distribution grid 
data.10  
 
In the 2020 HCA, we evaluated our treatment of grid security and customer 
confidentiality and security concerns for all data provided in the Heat Map and 
Tabular Results and did not make any changes to our approach with respect to grid 
security and customer security and confidentiality concerns. We have continued to: (1) 
remove certain feeders from the heat map to protect critical infrastructure, (2) protect 
customer privacy by applying the 15/15 standard, (3) treat the peak substation 

 
9 See Cybersecurity and the Electric Grid, The state role in protecting critical infrastructure at: 
https://www.ncsl.org/research/energy/cybersecurity-and-the-electric-grid-the-state-role-in-protecting-
critical-infrastructure.aspx. 
10 See In the Matter of a Commission Investigation on Grid and Customer Security Issues Related to Public Display or Access 
to Electric Distribution Grid Data, Notice of Comment Period, Docket No. E999/CI-20-800 (October 30, 2020).  

https://www.ncsl.org/research/energy/cybersecurity-and-the-electric-grid-the-state-role-in-protecting-critical-infrastructure.aspx
https://www.ncsl.org/research/energy/cybersecurity-and-the-electric-grid-the-state-role-in-protecting-critical-infrastructure.aspx
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transformer load and peak feeder load data as non-public in the Tabular Results, and 
4) blur exact feeder lines in the heat map.  We discuss each of these security and 
confidentiality controls in turn. 
  
Certain feeders are not shown on the heat map in order to align with protecting 
Critical Infrastructure Sectors (CIS) as identified by the U.S. Department of 
Homeland Security (DHS). Showing this information on the heat map would make it 
easier to identify actual customer connections and create further CIS concerns. We 
have excluded those feeders from the heat map that have critical infrastructure on 
them, including critical energy infrastructure, hospitals, data centers, and public 
gathering centers. We note, however, that data from these feeders are included on the 
public Tabular Results.  
 
Similar to prior HCA reports, we identified feeders serving fewer than 15 premises, 
which is the same threshold we apply to requests for aggregated customer energy 
usage data (CEUD) – feeders with such low density may provide insights into those 
customer locations that could compromise customer confidentiality and/or customer 
energy security. We also identified feeders where the load of one customer was 15 
percent or more, again, with the rationale that publicly disclosing these feeders could 
compromise customer privacy. Feeders that fell under this 15/15 aggregation standard 
were excluded from the heat map but included on the public Tabular Results. 
 
The Tabular Results do not publicly provide the peak substation transformer load or 
peak feeder load data, and this data is also excluded from the heat map. We have 
consistently protected peak load information as not public for both customer privacy 
and grid and customer security reasons. Publicly displaying peak load or maximum 
capacity information for our system components would allow potential bad actors to 
target our facilities for maximum impact and disruption. Therefore, we provide this 
information in a non-public version of the Tabular Results consistent with our prior 
approach.  
 
Consistent with our prior HCA maps, we have continued to blur the feeder lines in 
the heat map presentation. An unblurred map would clearly lay out the electrical 
connectivity configuration of the electric distribution grids. The unrestricted 
dissemination of information – providing the location of the Company’s major loads, 
and distribution facilities serving those loads – would render the grid unnecessarily 
vulnerable. The increased threat of cyber and physical attacks should be mitigated by 
not publicly displaying the exact feeder lines in the HCA map throughout our 
territory.  
 
We have excluded from the public heat map 115 feeders out of a total of 1,050 
feeders included in the 2020 HCA, applying the security and privacy criteria discussed 
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above.11 However, we provide data for these 115 feeders publicly on the Tabular 
Results even though they do not appear on the heat map due to security or privacy 
concerns. These Tabular Results do not identify which feeders fall under CIS 
categories or which are subject to privacy concerns. 
 
IV. ROADMAP FOR FUTURE HCA USE CASES 
 
In its July 31, 2020 Order, the Commission adopted a long-term goal to use the 
hosting capacity analysis in the interconnection process’s Fast Track Screens and 
directed the Company to work with stakeholders to refine the hosting capacity 
analysis. The Commission also articulated several other potential future Use Cases for 
the Company to examine and report on in the 2020 HCA report – including 
maintaining the HCA as an initial indicator for the interconnection process and  
integrating the HCA or using the HCA to augment various processes in the MN DIP. 
We discuss our analysis and outline a potential roadmap to maturing the HCA and 
MN DIP processes, including cost and timeline estimates for future Use Cases, in 
Attachment F.  
 
As discussed above, we held a series of three stakeholder workshops in September 
2020 to gather input on the potential future HCA Use Cases. In parallel, we engaged 
EPRI to help determine a practicable roadmap, including an examination of where 
other utilities are in their HCAs and specifically in relation to using the HCA for 
interconnection process screenings and/or studies.  From this work, EPRI published 
a Whitepaper, Defining a Roadmap for Integrating Hosting Capacity in the Interconnection 
Process.12  
 
We believe a reasonable approach on the way to achieving the long-term goal set by 
the Commission is to deliver some immediate improvements to the HCA in its 
current form as an initial indicator for the interconnection process.  Based on what we 
heard from stakeholders, we intend to increase the frequency of the HCA to a 
quarterly cadence from its current annual cadence starting in Q3 2021. This is a 
reasonable starting point because it does not require changes to supporting 
information systems, or the foundational data project we discuss in Attachment F that 
is necessary to further evolve the HCA.  We will also gain important learnings from 
this that will inform further evolution of our analysis. The estimated cost to move to 
quarterly HCA updates is approximately $375,00 to $500,000 annually, which is the 
annual incremental labor for the addition of two Engineers and a Geospatial Specialist. 
This will be a manual effort where we would update the feeders: (1) where 
Solar*Rewards Community DER has been interconnected and is operational since the 

 
11 Excludes network feeders. 
12 See Whitepaper at: https://www.epri.com/research/products/000000003002020010. 

https://www.epri.com/research/products/000000003002020010
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last HCA update, and (2) where any capacity upgrades are scheduled to be completed 
in the upcoming six months. We estimate this will involve updating approximately 15 
percent of the feeders each quarter.  As this improvement relies on manual effort, it is 
not sustainable for the long-term – nor will it get us to a point where the HCA can 
integrate with or augment the interconnection process.   
 
Integrating the HCA with the Pre-Application Data Report would involve integration 
and updates to several information systems, and would result in a report that also 
includes HCA information. The conceptual cost and timeline estimate we developed 
for this potential future Use Case is $600,000 to $1.2 million for changes and 
integrations of related information systems, and it will take approximately one year to 
develop and implement.  
 
Conducting the HCA monthly or using the HCA in the MN DIP requires that we 
automate many of the steps we are doing manually today, which will require 
modifications to various information systems.  We outline the conceptual estimates we 
developed for these Use Cases in Table 1 below.  However, for the automation to 
produce efficient and accurate results, highly accurate, detailed distribution system data is 
critical to building system models and performing the complex engineering studies 
necessary to integrate DER on to the distribution grid.  We therefore need to increase the 
accuracy of our physical asset records at both the primary and secondary levels to ensure 
that the information is detailed enough to provide the key attributes needed to integrate 
DER onto the distribution grid safely and reliably.  The field data collection would 
involve collection of additional data that defines and improves the quality of electrical 
characteristics necessary to support the DER Interconnection Use Case and update the 
GIS as appropriate.  Once complete, it will benefit more than just the HCA and our 
interconnection process. Specifically, it would also benefit ADMS by acquiring all of the 
information necessary to fully model the Minnesota distribution system, also enabling 
implement advanced applications.  The conceptual cost for this foundational data effort 
is approximately $40 million to $48 million.  We discuss this effort and its benefits in 
more detail in Attachment F. 
.  
Figure 2 below is from the EPRI Whitepaper and shows a roadmap to mature HCA 
and interconnection processes.    
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Figure 2:  Xcel Energy – Potential Roadmap to Maturing HCA and 
Interconnection Processes 

 

 
Source: EPRI Whitepaper (Figure 6), Defining a Roadmap for Integrating Hosting Capacity in the Interconnection Process (October 
2020). 
 
Table 1 below summarizes the conceptual cost and timeline estimates for all of the 
potential future Use Cases and the foundational data effort.   
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Table 1:  Summary of Conceptual Costs and Timelines for HCA Potential 
Future Use Cases 

 
HCA or Interconnection 

Improvement 
Timing 
(years) Project Cost Incremental Labor 

(per year) 
Quarterly HCA Updates <1  Manual Effort $375,000 - $500,000 
Integrate the HCA and Pre-
Application Data Report 1 $600,000 - $1.2M N/A 
    

Field Data Collection 2-3 $40M - $48M 500,000 - $700,000 
    

Relies on Field Data Collection    

Monthly HCA Updates 3-4 $1.4M - $2.8M $375,000 - $500,000 
Integrate with MN DIP – Initial 
Screens 3 $800,000 - $1.6M $125,000 - $175,000 

Integrate with MN DIP – 
Supplemental Screens 1-2 $800,000 - $1.6M $125,000 - $175,000 

 
Should the Commission believe that the Company should pursue one or more of 
these Use Cases, a key question will be the appropriate path for cost recovery.  One 
option would be to seek recovery via the Transmission Cost Recovery (TCR) Rider.  
Minn. Stat. § 216B.16, subd. 7b (b)(4) authorizes the Commission to allow a utility to 
recover “costs associated with distribution planning required under section 
216B.2425.”  In other words, should the Commission determine these costs are 
appropriate for the Company to incur as improvements to the HCA analysis under 
Minn. Stat. § 216B.2425, subd. 8, it may authorize the recovery of such prudently 
incurred costs through the TCR Rider. 
 
We believe this may be appropriate for the foundational data improvements because 
they would also benefit other Company planning and operational processes.  For the 
other changes to the underlying systems that will facilitate and support the HCA 
and/or interconnection processes that do not provide benefits outside of the users of 
those tools, we believe a cost-causation approach that directly assigns such costs to 
interconnecting customers may be more appropriate.  In any case, the Company will 
need to refine its cost estimates and timelines once the Commission provides further 
guidance on future direction.  With the updated costs and timelines, the Company 
would be better positioned to propose an approach to recovering the costs associated 
with a specific solution that we believe achieves the Commission’s desired outcome.   
 
V. COMPLIANCE WITH THE JULY 2020 ORDER 
 
We summarize below how we have addressed each requirement of the Commission’s 
July 2020 Order. Each item is discussed in more detail either in this filing document 
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or its Attachments. We note that Order Pts. 1, 3, 19, 20, and 25 did not have 
requirements for the Company. Attachment G includes a compliance matrix that 
identifies the location of the content that complies with each of the requirements 
established in the Commission’s July 2020 Order. 
 
Order Pt. 2: We submitted a compliance filing on August 20, 2020, indicating which 
feeders had actual Daytime Minimum Load data in the 2019 HCA. 
Order Pt. 4: We organized three Stakeholder Workshops in September 2020 to 
collaborate with stakeholders in evaluating the costs and benefits associated with 
future long-term Use Cases for the HCA. Attachment D2 includes summary notes 
from these Workshops. 
Order Pt. 5: The September 2020 Workshops addressed integrating the HCA with the 
MN DIP pre-application and screening processes in future iterations of the HCA. 
Order Pt. 6: The heat map pop-up and feeder Tabular Results include transformer 
name, feeder and transformer minimum loading, presence of a Load Tap Changer 
(LTC) or regulator in the substation, and whether the feeder is network or radial. 
Order Pt. 7: We submitted an Integrated Distribution Plan (IDP) compliance filing on 
October 30, 2020, including a discussion how the HCA can be used to assist state 
energy policy goals and providing details on how a load hosting analysis would be 
conducted. 
Order Pt. 8: We have included additional information in the 2020 HCA so that it 
would provide sufficient information to be a reliable starting point for 
interconnection applications. For example, sub-feeder Tabular Results list all criteria 
violations and available hosting capacity by feeder segment and new notes field to the 
HCA map pop-up and feeder Tabular Results indicate installed VSR, constrained 
feeders and substations, and substations owned by other utility. 
Order Pt. 9: The September 2020 Workshops addressed the long-term goal of using 
the HCA in the MN DIP Fast Track screens.  
Order Pt. 10: Attachment F includes an analysis of monthly, quarterly and semiannual 
HCA updates, including cost estimates. 
Order Pt. 11: Due to technical limitations, we were not able to include a unique name 
or number for each line segment in the HCA map pop-up. Attachment C, sub-feeder 
Tabular Results, include a unique number for each line segment. We will continue to 
explore technical solutions to implement the segment identification in the pop-up in 
future updates. 
Order Pt. 12: We continue to believe that showing the actual locations of distribution 
system lines in the HCA map would compromise grid security and customer privacy, 
confidentiality and security. We describe these concerns in more detail in Attachment 
E.  
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Order Pt. 13: We have prepared a separate tabular report containing sub-feeder results, 
Attachment C.  We note that this spreadsheet is 50MB.  The Order requires that we 
put it on our website or email it if requested.  We have posted it to our website, but 
due to its size, we will not be able to email it. 
Order Pt. 14: The heat map pop-up and feeder tabular report indicate whether the 
DML value displayed is an actual or estimated value. We used actual DML values for 
894 feeders out of 1,050 feeders.  
Order Pt. 15: We have prepared a separate tabular report for sub-feeder results, which 
provides all criteria threshold violations and corresponding hosting capacity values for 
each feeder segment. The heat map continues to display the primary violation only, 
due to size constraints in the pop-up field. 
Order Pt. 16: We did not conduct a sensitivity analysis for the 2020 HCA. 
Order Pt. 17: When the Commission determines the Use Case for our future HCAs, 
we will develop a written data validation plan for that Use Case and solicit written 
feedback from stakeholders. 
Oder Pt. 18: Attachment E provides a detailed evaluation of grid security and customer 
privacy, confidentiality and security concerns, including discussion on redacting 
customer energy use data.    
Order Pts. 21-23: We implemented the 2020 engagement plan and organized three 
stakeholder Workshops in June 2020, which included Commission Staff overseeing a 
discussion between the Company and stakeholders on the technical assumptions, 
limiting criteria, and thresholds used in our 2020 HCA. Attachment D1 includes 
summary notes from these Workshops. This document and the 2020 HCA Report 
(Attachment A) describe how the feedback was implemented in the 2020 HCA. 
Order Pt. 24: The 2020 HCA Report was filed on November 2, 2020. 

 
CONCLUSION 

 
We engaged stakeholders in discussions to provide insight and gain feedback 
regarding the 2020 HCA and its potential future Use Cases. Based on this feedback 
and the Commission’s direction in the July 2020 Order, we have included additional 
information in the 2020 HCA so that it provides enhanced information to be a 
reliable starting point for interconnection applications.  We have also provided 
conceptual cost and timeline information toward potential HCA futures and noted 
our intent to shift the HCA to a quarterly cadence beginning in Q3 2021.  
 
Dated:  November 2, 2020 
 
Northern States Power Company  
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Hosting Capacity Analysis Report 
 

INTRODUCTION  
 
Xcel Energy (the Company) filed its first Hosting Capacity Analysis (HCA) Report in 
December 2016, and has filed subsequent HCA Reports annually on November 1. 
For each HCA, we have used the DRIVE (Distribution Resource Integration and 
Value Estimation) tool, developed by the Electric Power Research Institute (EPRI). 
Our methodology, data collection, presentation of results, and the DRIVE tool have 
evolved each year, improving the quality and usefulness of the HCA.  
 
Our 2020 HCA Report provides a detailed description of the methodology, technical 
assumptions, and criteria thresholds we used to conduct the 2020 HCA as well as a 
discussion on the presentation of results. Over time, we have made significant efforts 
to improve the value of the HCA so that it is a useful tool to identify areas of 
constraints for distributed energy resources (DER) interconnection in our distribution 
system. Our 2020 HCA Report incorporates the requirements from the Commission’s 
July 31, 2020 ORDER ACCEPTING REPORT AND SETTING FURTHER REQUIREMENTS 
(July 2020 Order) in Docket No. E002/M-19-685.1 A separate compliance matrix is 
included as Attachment G to our filing. 
 
We conducted three stakeholder workshops in June 2020 to provide insight and gain 
feedback for conducting the 2020 HCA – topics for discussion included the HCA 
process, Synergi and DRIVE tools, methodology, technical assumptions, and criteria 
thresholds. These workshops addressed the additional topics identified for 
stakeholder discussion in the July 2020 Order and involved Commission Staff.2 The 
workshop participants addressed questions and concerns raised in discussions, many 
of which were resolved without any changes to the current HCA methodology. 
However, based on the stakeholder feedback, we have added new information in the 
presentation of results, both in the heat map and tabular reports. We note that we 
additionally held a series of three stakeholder workshops in September 2020 to 
explore potential future HCA Use Cases, as directed in the July 2020 Order. Summary 
notes of the June and September 2020 Workshops are included as Attachments D1 
and D2 to our filing, and recordings of the Workshops and links to the presentation 
materials are on our website at: 

 
1 Docket No. E002/M-19-685, In the Matter of Xcel Energy’s 2019 Hosting Capacity Analysis Report, ORDER 
ACCEPTING REPORT AND SETTING FURTHER REQUIREMENTS, July 31, 2020. 
2 Topics were identified in the Commission’s meeting on June 11, 2020 and are included in Order Pt. 22 of 
the July 2020 Order. 
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https://www.xcelenergy.com/working_with_us/how_to_interconnect, under 
Hosting Capacity Stakeholder Resources.   
 
Unless otherwise noted, we have used in the 2020 HCA the same DRIVE tool 
features, overall methodology, and data components as in our 2019 HCA. We also 
made several improvements and changes to our 2020 HCA, based on the July 2020 
Order and feedback from the stakeholder workshops, as listed below:  

• Use of Actual Daytime Minimum Loads:  For 894 feeders out of 1,050 feeders, we 
used actual Daytime Minimum Load (DML) values based on available 
Supervisory Control and Data Acquisition (SCADA) data. All DML values are 
included in the heat map pop-up and feeder tabular report, which also indicate 
whether the DML value displayed is an actual or estimated value, as required by 
Order Pt. 14 of the July 2020 Order.  

• Use of Unintentional Islanding Threshold:  We utilized the Unintentional Islanding 
threshold in our 2019 analysis, but it was not used in the 2020 analysis due to a 
change in the DRIVE version 2.1.1, which does not consider the feeder-head 
as a constraint. This functionality of the Unintentional Islanding threshold is 
restored in later DRIVE versions, and we will use this threshold again in future 
HCAs. 

• Additional Element Fault Current and Reverse Power Flow Values: The Additional 
Element Fault Current criteria threshold was increased to 20%, while the 
Reverse Power Flow threshold was reduced to 80% of the feeder’s minimum 
load.  These changes were made in order to align with our engineering study 
requirements for interconnection. 

• Additional Data in Results Presentation: We added several new features and 
information fields to this year’s HCA results. The heat map pop-up and feeder 
tabular report display the information required by Order Pt. 6 of the July 2020 
Order, including transformer name, feeder and substation transformer 
minimum loading, presence of a Load Tap Changer (LTC) or regulator in the 
substation, and whether the feeder is network or radial. We also added a new 
notes field to the pop-up and feeder tabular report, which highlights such 
information as whether voltage supervisory reclosing (VSR) is installed on the 
feeder at the substation or if the substation is owned by another utility than 
Xcel Energy. Currently, 116 feeders have confirmed VSR installed. We have 
also added to the notes field information on constrained feeders and 
substations that are unlikely to have available capacity without significant 
distribution system upgrades.  

• Sub-Feeder Tabular Report: We have prepared a separate sub-feeder tabular 
report, which provides all criteria threshold violations and available hosting 

https://www.xcelenergy.com/working_with_us/how_to_interconnect
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capacity for each feeder segment, as directed in Order Pts. 13 and 15 of the July 
2020 Order.  

• Additional Analyses: We did not conduct those additional analyses that were 
performed specifically for the 2019 HCA, but not required by the Commission 
for the 2020 HCA, such as examining mitigation options for those feeders that 
had no capacity in the prior year’s HCA; conducting a case study on a feeder 
varying locations and levels of generation and load;  performing a sensitivity 
analysis; and evaluating the accuracy of HCA results by comparing DRIVE 
results to Synergi results or to actual interconnection studies. 

 
We have made significant efforts to improve the value and usefulness of our 2020 
HCA report so that it would provide sufficient information to be a starting point for 
considering DER interconnection applications.  
 
I.  DRIVE TOOL AND 2020 ANALYSIS  
 
A. Industry Trends in Analyzing Hosting Capacity 
 
A growing number of utilities are providing public hosting capacity maps to help 
prospective interconnection applicants to assess viable project locations. This trend is 
a direct result of a rapidly changing distribution system landscape – the rising demand 
for DER is driving change for grid modernization efforts as well as for streamlining 
the interconnection process. The increasing number and complexity of 
interconnection applications is leading utilities to examine the sustainability of existing 
practices, which until recently have been mostly manual efforts to retrieve, verify, and 
analyze data. Facing the magnitude of DER interconnection applications, utilities are 
exploring opportunities to better manage their DER interconnection processes to 
more fully leverage new tools and technology, enable procedural transparency, and 
recognize evolving technical standards. Hosting capacity analysis is one tool in the 
industry-wide effort to streamline and expedite the interconnection process, 
particularly among those utilities that are experiencing a strong demand for DER.  
 
Generally, utilities with a higher penetration of DER on their system are more likely 
to employ publicly available hosting capacity maps and pre-application reports. Most 
utilities still provide hosting capacity information at the feeder level, although current 
trends suggest some utilities are beginning to provide node-level maps with additional 
(pre-application) data available for download through the map.  
 
Looking ahead, utilities are typically planning to add more information to their 
hosting capacity maps as well as the portals used to share them. Examples include 
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highlighted grid locations where non-wires alternative (NWA) request for proposals 
have been issued, potential locations for adding electric vehicle (EV) charging 
stations, and indication of “no go” areas or feeder for new projects due to system 
limitations. Some utilities have incorporated or are planning to incorporate hosting 
capacity analysis into their interconnection technical review processes. Hosting 
capacity can be used to augment internal supplemental review screening, though it 
cannot replace a detailed system impact study. “Defining a Roadmap for Integrating Hosting 
Capacity in the Interconnection Process,”3 a whitepaper prepared by EPRI to assist Xcel 
Energy in analyzing future HCA Use Cases, provides additional details on industry 
efforts to utilize hosting capacity analysis as a way to streamline the interconnection 
process.  
 
Generally, there are four main methods to analyze hosting capacity in the industry 
today: Stochastic, Streamlined, Iterative and Hybrid methods. EPRI has conducted 
several evaluations on the different hosting capacity methods, which all reached 
parallel conclusions. First, EPRI recognized that hosting capacity methods are 
continuously evolving and improving as new technologies become available. Second, 
EPRI found that regardless of the hosting capacity method used, they all can provide 
similar, accurate results. EPRI concluded, however, that a Hybrid method – such as 
DRIVE – is the most likely and successful path going forward.4   
 
Table 1 below summarizes the four main hosting capacity methods. Exelon 
Corporation companies, such as Potomac Electric Power Company (Pepco) and 
Commonwealth Edison (ComEd), have used the Stochastic method while the 
California utilities have used both the Iterative and Streamlined methods.  
 

 
3 The report is available free from EPRI and can be accessed from the following link: 
https://www.epri.com/research/products/000000003002020010. Defining a Roadmap for Integrating Hosting 
Capacity in the Interconnection Process, October 28, 2020. 
4 Impact Factors, Methods, and Considerations for Calculating and Applying Hosting Capacity. January 31, 2018, pages xi-
xii, 5-2. https://www.epri.com/#/pages/product/3002011009/?lang=en-US.   
 

https://www.epri.com/research/products/000000003002020010
https://www.epri.com/#/pages/product/3002011009/?lang=en-US
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Table 1: Four Main Methods to Analyze Hosting Capacity 
 

 
 
As described in more detail below, we continue to believe DRIVE is the right tool to 
conduct our HCA to help inform where our system has availability to interconnect 
DER. As a hybrid method, DRIVE has several benefits, including speed of 
processing, accuracy of results, and multiple-use cases. Another advantage is our 
history of past DRIVE use and ability to participate in further tool development and 
modification. Additionally, DRIVE’s continued growth in popularity has enhanced 
consistency across the industry in analyzing hosting capacity.  
 
B. Using DRIVE and Its Centralized Allocation Method Is Appropriate   
 
EPRI introduced the DRIVE (Distribution Resource Integration and Value 
Estimation) tool as a means to automate and streamline hosting capacity analyses. The 
Company began using DRIVE in 2016, but it had been in development and limited 
release since 2011. The DRIVE tool initially used a stochastic approach to its hosting 
capacity assessment, which EPRI shifted to a streamlined approach in 2014 – and as 
of 2017, is using a hybrid approach.  This evolution was driven by the DRIVE Users 
Group and the need for efficient accurate results.  The DRIVE tool incorporates 
years of knowledge from detailed hosting capacity analyses conducted by EPRI in 
order to screen for voltage, thermal, and protection impacts from DER.   
 
We believe that DRIVE, which has expanded its reach in the industry since we started 
using it, continues to be the best tool to conduct our HCA. DRIVE is currently used 
by more than 25 utilities, including the Joint Utilities of New York,5 Salt River Project, 
Tennessee Valley Authority, and Southern Company. A total of 35 utilities and 
planning tool vendors work together to apply and evolve hosting capacity analysis as 
the DRIVE User Group. As DRIVE has expanded its reach, industry and stakeholder 

 
5 Con Edison, National Grid, Central Hudson, Orange and Rockland, NYSEG/RGE. 
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collaboration has been beneficial in creating consistency with the DRIVE application 
and methodologies. 
 
As part of that collaboration, EPRI has published a Technical Report on Hosting 
Capacity,6 which provides an overview of the current state of industry methods and 
compares the benefits and disadvantages of various approaches to evaluate hosting 
capacity.  As discussed in our 2020 HCA Workshop 1 by Dr. Matthew Rylander, an 
EPRI Technical Lead in Power Systems Studies, EPRI is also driving a collaboration 
among HCA tool providers for a standardized accuracy assessment of each tool. 
 
Similar to prior years, we have expanded and improved our 2020 HCA based on 
lessons-learned from our ongoing use of DRIVE, updates EPRI has made to DRIVE, 
and feedback from the Commission and stakeholders.   
 
For our 2020 HCA, we used DRIVE version 2.1.1.  Notable changes EPRI has made 
to the DRIVE tool since our most recent HCA include changes to the nomenclature 
of its HCA methodologies and the addition of a new “combined” methodology, also 
discussed by Dr. Rylander at our 2020 HCA Workshop 1. The HCA methodology 
refers to how DER is allocated for purposes of assessing the available hosting capacity 
on a feeder, or a specific location on a feeder.  The basis for choosing one 
methodology over another is the HCA Use Case.  With the primary Use Case 
currently being to aid the interconnection process – and the long-term goal for our 
HCA to integrate with the early steps in the MN DIP interconnection process – the 
Centralized method continues to be the most appropriate for our 2020 analysis.  We 
outline the DRIVE methodologies below: 
 
Centralized.  The primary use case for the Centralized methodology is to inform 
interconnections.  This methodology was previously termed “Large Centralized.”  
Because the analysis is not related to the size of DER, EPRI updated the 
nomenclature.  This methodology assesses DER at specific locations along each 
feeder – adding incremental DER at each node, one increment at a time, to determine 
the amount of DER that specific location can accommodate.  The results of this 
nodal analysis are often rolled-up to sections that reflect a range of hosting capacity 
that can be accommodated between the nodal points that were studied.  A HCA using 
the Centralized methodology results in location-specific hosting capacity 
values/amounts of DER that can be accommodated at each location (node), in 
support of an interconnection use case.   
 

 
6 Impact Factors, Methods, and Considerations for Calculating and Applying Hosting Capacity. January 31, 2018. 
https://www.epri.com/#/pages/product/3002011009/?lang=en-US.  

https://www.epri.com/#/pages/product/3002011009/?lang=en-US
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Distributed.  The primary use case for the Distributed methodology is to inform 
planning.  This methodology was previously termed “Distributed Small” and 
“Distributed Large.”  This methodology assesses the amount of DER, in aggregate, 
that can be added to a feeder – looking several years out to the future to see if a 
feeder’s current design would accommodate forecasted amounts of additional DER.  
There are many ways to examine DER planning futures in DRIVE.  Two ways 
currently in use in DRIVE are: (1) allocating DER based on current customer 
locations (formerly “Distributed-Small”); and (2) placing DER more generally, at 
three-phase locations along the feeder (formerly “Distributed-Large”).  The result of a 
Distributed analysis will vary based on how the DER is defined – for example, if it 
were skewed toward end of the feeder or if it were distributed based off of current 
customer locations.   
 
Combined.  The Combined method brings together both of the other methodologies 
for a combined interconnections and planning use case.  For example, the Combined 
method could be used to inform interconnections – but at the same time, “reserve” a 
portion of a feeder’s hosting capacity for small DER by using the Distributed 
methodology functionality to distribute a forecasted amount of small DER on the 
feeder.  This approach would reveal the ability of individual DER projects to connect 
at specific points on the feeder, given a future scenario that includes a forecasted 
amount of non-specific DER on the feeder – as well as the feeder’s overall DER 
hosting capability, given its current design and configuration.  
 
Figure 1 below demonstrates the difference between the Distributed and Centralized 
methods. 

Figure 1: Difference Between the  
Distributed and Centralized DER Scenarios 

 

 
 
As we noted above, our use of the Centralized methodology is consistent with the 
current and future long-term goals of the HCA – to help inform and augment the 
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interconnection process.  At our 2020 HCA Workshop 1, where Dr. Rylander 
presented on the DRIVE methodologies, stakeholders agreed the Centralized method 
is the right approach at this time since aiding interconnection is the most important 
use case for them.   
 
C. New DRIVE Capabilities and Basis for Analysis  
 
In our 2019 HCA Report, we noted that EPRI had made several changes to the 
DRIVE tool after we had begun our 2019 analysis. We listed these known changes at 
the time of our filing in the 2019 HCA Report and also indicated whether we were 
considering them for the 2020 analysis. These DRIVE tool changes listed in the 2019 
HCA report included:  

• Translation of hosting capacity results for other DER types (was not utilized in 
2020).  

• Steady-state overvoltage, which allows controls to move after the addition of 
DER (considered but was not utilized in 2020).  

• Analysis with combined Distributed DER and Centralized DER (considered 
but was not utilized in 2020).  

• Distributed load and DER growth (was not utilized in 2020).  
• Parallel processing to increase solution speed (utilized in 2020).  
• Flicker calculation (considered but was not utilized in 2020). 
• Show or report on violated elements/locations (considered but was not utilized 

in 2020).  
• Improved report formatting (utilized in 2020).  
• Feeder Summary Report showing results only for metrics selected (considered 

but was not utilized in 2020).  
• Pointing to minimum load allocations or minimum load multipliers for each 

feeder (considered but was not utilized in 2020).  
 
We considered the DRIVE capabilities listed above for the 2020 HCA, but most of 
them were not implemented, either based on stakeholder feedback or because they 
were not relevant to the analysis. For example, there was agreement in the June 2020 
stakeholder Workshops that it is appropriate to continue to use DRIVE’s Centralized 
method for the HCA. We originally planned to use three new features in the 2020 
analysis, but only implemented two of them: improved report formatting and parallel 
processing. The Feeder Summary Report function allows specific criteria to be 
selected for the results summary that is used in the tabular report. We decided not to 
use this update as it does not affect our workflow process, and the full summary 
report provides more information if any specific results need to be reviewed.   
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For purposes of the 2020 HCA, our definition of DER continues to be aligned with 
IEEE 1547-2018 and the Minnesota Distributed Energy Resources Interconnection 
Process (MN DIP).7 DER is defined as:   

Sources and groups of sources of electric power that are not directly connected to a bulk 
electric system. DER includes both generators and energy storage technologies capable of 
exporting active power to an electric power system (EPS). An interconnection system or 
a supplemental DER device that is necessary for compliance with this standard is part 
of a DER. 

 
Our modeling considered only DER that acts as a generation source to the 
distribution system.  DER that behaves primarily as an energy source (i.e., solar, wind, 
biomass) tends to only reduce hosting capacity.  In contrast, battery storage has the 
potential to act as a load to reduce thermal and voltage impacts, effectively increasing 
hosting capacity, if sited and coordinated properly with DER output.  It is possible for 
large amounts of energy storage acting as a load on a feeder to cause system 
constraints that appear like typical system loading limits managed by utilities for many 
years; this can occur at times of no DER generation or when the storage load greatly 
exceeds the DER generation.     
 
The DRIVE tool has the capability to also analyze the load characteristics of the 
newer forms of DER, including battery storage and electric vehicles (EVs). These 
load hosting capacity results could be used to identify areas with greater potential for 
siting EV charging stations or other loads associated with beneficial electrification, but 
we consider this type of analysis as part of traditional distribution planning rather than 
part of HCA.  As a result, we address the Commission’s Order requirement stemming 
from our 2019 HCA proceeding to discuss how the HCA can be used to further state 
beneficial electrification and how a load hosting capacity analysis could be conducted  
in the Integrated Distribution Plan (IDP) Compliance filing submitted October 30, 
2020 in Docket No. E999/M-19-666.8  We note additionally that our most recent 
IDP (for 2020-2029, submitted November 1, 2019) discusses how the Company is 
making investments to increase access to EVs and proposing a range of innovative 

 
7 The MN DIP definition has an additional sentence related to the process, but not necessary for hosting 
capacity: “For the purpose of the MN DIP and MN DIA, the DER includes the Customer’s Interconnection 
Facilities but shall not include the Area EPS Operator’s Interconnection Facilities.” 
8 Order Pt. 7 of the Commission’s July 31, 2020 ORDER ACCEPTING REPORT AND SETTING FURTHER 
REQUIREMENTS, Docket E002/M/19-685, requires that Xcel Energy provide in its 2020 IDP Compliance 
Filing a discussion of how Xcel’s hosting capacity analysis can be used to assist state energy policy goals 
related to beneficial electrification including detail on how a load hosting analysis would be done, an estimate 
of the resources that would be required, and the specific information the Company could 
provide.  



Docket No. E002/M-20-___ 
2020 Hosting Capacity Analysis 

Attachment A - Page 10 of 30 
 

 10 

programs that support the growth of EVs in Minnesota, as well as in other 
proceedings focused on EVs since November 2019. 
 
II. 2020 HCA METHODOLOGY  
 
A. Overview  
 
For the 2020 HCA, we created 1,050 feeder models in Synergi Electric, which is the 
Company’s distribution load-flow program. The information for these models 
primarily came from our Geospatial Information System (GIS). We supplemented the 
GIS information with data from our 2020 load forecast (prepared in 2019) and 
historic actual customer demand and energy data. To build the feeder models, we first 
extracted asset data from GIS to Synergi, and then ran a series of “clean-up” scripts to 
provide model assumptions and to address any common issues that may be present in 
the data.  
 
Creating the feeder models is one of the most resource intensive steps of the HCA. In 
the 2020 HCA, we continued to create feeder models for approximately 1/3 of the 
feeders in order to optimize resources, which means that all feeder models are 
updated within three years. In addition, we updated the models for any feeder that 
meets one of the following criteria: load change of 500 kW or more; addition of a 
community solar garden (any size) or other large generation; or other significant 
changes (large capacity projects, feeder cuts, load transfers, etc.). However, we apply 
updated loads to all models before performing analysis, based on new load forecasts. 
In the HCA Workshop 2, we clarified that we will use 500 kW as the threshold for 
large generation that will trigger a feeder remodel in the 2020 HCA. The workshop 
participants generally agreed with this approach.    
 
The feeder model clean-up includes several tasks, such as specifying the head-end 
voltage, burial depths on underground cable, height of overhead conductor above the 
ground, and equipment settings for capacitors, reclosers, and regulators. If errors 
persisted in any of the feeder models, we worked to find the source(s) of the issues, 
including consulting other maps, performing visual inspections in the field, and calling 
Synergi for assistance with unique errors.  
 
Once we had addressed all identified errors in a particular feeder model, we allocated 
the load to the feeder based on demand data and customer energy usage data. At this 
point, we ran a load-flow and performed a final check for any abnormalities on the 
feeder. After creating all of the feeder models, we analyzed them using DRIVE, which 
performed the hosting capacity technical analysis.  
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The DRIVE tool uses a default value of 100 kW for the increment of simulated DER 
that is added to calculate the limiting criteria. The minimum increment impacts four 
DRIVE criteria thresholds and would provide more granular results for them.  Based 
on the stakeholder feedback received in the HCA Workshop 3, we will continue to 
use the 100 kW minimum penetration increment in the 2020 HCA. 
 
Our analysis is relevant for DER that acts as an energy source on the distribution 
system. We did not take the load characteristics of DER devices such as energy storage 
into consideration in our analysis. Therefore, inclusion of an under-voltage threshold 
was not necessary. DER sources that create reverse power flow may cause high 
voltage conditions. A DER device such as a battery storage device acting as a large 
load could potentially create low voltage conditions. Future analysis aimed at 
understanding the impacts of storage device load characteristic on the distribution 
system would need to include both load and generation characteristics of DER.. 
 
Table 2 below shows interconnected DER by type on our distribution system as of 
September 2020. Our system has predominantly large-scale DER, nearly 850 MW of 
community solar gardens and grid-scale solar. In contrast, small-scale solar and wind 
totaled only about 150 MW. As discussed in more detail in our Integrated Resource 
Plan for 2020-2029, we expect this gap to widen in the next 5-10 years when our 
Community Solar Garden program continues to grow and add large-scale distributed 
solar on our system. 
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Table 2: Interconnected DER in the Company’s Minnesota  
Distribution System (September 2020))  

 
 Completed Projects Queued Projects 
 MW/DC # of Projects MW/DC # of Projects 

Small-Scale Solar PV     
Rooftop Solar  104 5,842 34 777 
RDF Projects 31 24 0 0 

Wind 16 66 2 2 
Storage/Batteries9 N/A 60 N/A 44 

   
 Completed Projects Queued Projects 
 MW/AC # of Projects MW/AC # of Projects 

Large-Scale Solar PV     
Community Solar 742 324 324 319 
Aurora 100 16 0 0 

 
In addition, all utilities provide detailed information on the types of DER currently on 
their system in an annual March 1 filing in Docket No. E999/PR-[YEAR]-10.  The 
link to the Company’s March 2020 Distributed Generation Interconnection Report is: 
Filing Link.  
 
As discussed in detail above, our 2020 HCA continues to use DRIVE’s Centralized 
methodology for purposes of allocating DER on a feeder, consistent with the goal 
that the HCA helps to inform the interconnection process. Use of the Centralized 
method affects the hosting capacity results by generally showing a larger maximum 
hosting capacity and smaller minimum hosting capacity than the Distributed method.  
The Centralized method considers all DER installations assuming interconnection on 
three-phase lines, which generally have more capacity and better align with the types 
of DER installations we experience on our system. The smaller minimum hosting 
capacity that results from this method is due to the concentration at specific locations, 
which has the tendency to affect the overvoltage and thermal violation thresholds a 
little more than distributing the load across the feeder. Consequently, that 
concentration also unmasks the potential to add more generation at ideal locations on 
the feeder (maximum hosting capacity).  
 
  

 
9 Most battery projects are associated with other generation projects, such as solar. Therefore, any battery 
generation is accounted for in other DER categories and not listed duplicative here. 

https://www.edockets.state.mn.us/EFiling/edockets/searchDocuments.do?method=showPoup&documentId=%7bF0808D70-0000-CD1D-8CD8-A23AFA12758C%7d&documentTitle=20202-160823-01
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B. Assumptions  
 
The assumptions we applied to our 2020 HCA are consistent with the assumptions 
that we made for the 2019 HCA, except for our use of an updated customer load 
forecast, feeder power factors, and actual daytime minimum load (DML) values for all 
feeders where we have reliable Supervisory Control and Data Acquisition (SCADA) 
data. We also indicated in the feeder Tabular Results those feeders where we used 
actual DML.  
 
In compliance with Order Pts. 21 and 22 of the July 2020 Order, we undertook a 
stakeholder engagement plan that included Commission Staff overseeing a discussion 
between the Company and stakeholders on the technical assumptions, limiting 
criteria, and thresholds used in our HCA.  We outline the assumptions, criteria, and 
thresholds for our 2020 HCA below, noting where we received and incorporated 
feedback from stakeholders.  Summary notes of our stakeholder Workshops are 
included in Attachments D1 and D2. 
 
We applied the following assumptions to the 2020 HCA: 
 
Data – We assumed the feeder-specific data from GIS was correct. In some instances, 
however, we made modifications to the data after verification. The primary validation 
of data took place when we created the feeder models within Synergi, our distribution 
load flow tool, as discussed above. When we manually allocated load to the feeder and 
run a load flow process, exceptions sometimes occurred. As a result, areas of the 
feeder were then highlighted due to overloading, high or low voltage, connectivity 
issues, and so on. The engineer would then further investigate the feeder model for 
any obvious issues, such as field equipment turned off or a lack of connectivity. If that 
did not resolve the issue, the engineer would then consult GIS or feeder maps that 
may have information different from what is in the model, or take other actions to 
verify or resolve the potential issues. When data modifications were necessary, they 
typically included conductor changes or various equipment updates.   
 
Secondary Conductors – Secondary conductors connect from service transformers to the 
customer service entrance. The characteristics of secondary conductors combined 
with a high level of DER can lead to high voltage conditions on the customer 
premise. This has the potential to trigger conductor upgrades for interconnection of 
small residential or commercial DER systems. Since detailed secondary or low-voltage 
conductor information is not recorded in GIS, we were unable to account for the 
impacts beyond the medium-voltage (i.e., primary) distribution system. However, we 
have traditionally assumed a three Volt drop across the secondary conductors and 
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transformers to ensure compliance with ANSI C84.1.10 This means that when we 
model voltages on the primary system, we subtract three additional Volts to better 
quantify the actual voltage at the customer level.  
 
Conductor Spacing – Conductor spacing, or the distance between lines, impacts the 
electrical characteristics of distribution lines. In the Synergi impedance model, we 
assumed that the conductor spacing was the same for each voltage class. While we 
know this is not the case, the majority of our system is at 13.8 kV, and we used that 
standard as the default. While there are other configurations on our system, most of 
those were constructed more than 30 years ago, and we do not have good historical 
information regarding their conductor spacing. 
 
Capacitors – For modeling purposes, it is important to know the state of every 
capacitor bank. However, at any point in time this is not known for the entire system, 
because the on/off status of each capacitor bank is not recorded along with load.  
Consequently, we assumed that each capacitor bank was switched on at peak, unless 
known to be offline or high voltage issues existed. The state of the capacitor banks is 
driven by voltage and not by the peak hour. Even though our base assumption was 
that all capacitor banks were on at peak, if an overvoltage condition was witnessed, 
the capacitor would automatically switch off in the analysis just like it would do in the 
field. Therefore, the hour of the peak condition is irrelevant with regard to the 
capacitor status. For off-peak load analysis, we used a feature inside the DRIVE tool 
to switch off the capacitor banks where possible to more closely mimic that particular 
condition.   
 
Feeder Topology – We regularly reconfigure feeders as a normal course of business. For 
purposes of this analysis, however, we assumed the configuration of the system is 
correct and static. Therefore, this analysis is a point-in-time snapshot of hosting 
capacity as of the date of our analysis – which is a reality of any analysis of the 
distribution system. However, we included future distribution capacity projects that 
are scheduled to be completed by June 2021 into the feeder models. While the feeder 
topology is generally a snapshot from the summer of 2020, we have included all 
known large capacity additions (such as conductor upgrades or new feeders) into the 
analysis to more accurately reflect future conditions. 
 
Head-end Voltage – We set the voltage at the head-end of a feeder to 125 Volts on a 
120 Volt base. This corresponds to 104 percent of whatever the nominal voltage is of 
a particular feeder. While the actual head-end voltage at different substations varies 

 
10See discussion in our May 5, 2017 Reply Comments in Docket No. E002/M-15-962, In the Matter of Xcel 
Energy’s 2015 Biennial Distribution Grid Modernization Report. 
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slightly, the 104 percent is intended to provide a realistic worst-case scenario in order 
to catch potential overvoltage impacts. 
 
Distributed Generation Output – We assumed 100 percent of the allowed distributed 
generation output was flowing on the associated distribution feeders during the 
boundary conditions of peak load and daytime minimum loading. 
 
Loading Levels – We populated each feeder model with non-coincident peak load and 
corresponding power factor information that was scaled down to the associated DML 
percentage by the DRIVE tool. These feeder peak loads could be for any time of the 
day and are not in relation to any type of load curve. The source of the peak and 
minimum load data was our SCADA system. If SCADA data was not available, we 
obtained the peak load from our manual monthly peak substation read process. 
Similar to our approach in the interconnection study process, we use 20 percent of 
peak demand for calculating DML for feeders that do not have SCADA enabled, or 
other methods of determining the actual daytime minimum load. We initially relied on 
this value as a result of a National Renewable Energy Laboratory (NREL) paper.11 
Since that time, we have compared this value to nearly 150 feeders where we have 
SCADA data on our system and where interconnection requests have been submitted, 
concluding that it is representative of our system. 
 
Load Allocation – We allocated loads for the feeder models on a section-by-section 
basis, which were based on the combination of appropriate load curves by customer 
type and customer energy usage. These are the only load curves used in our process. 
When available, we also used demand data from primary-metered customers. These 
factors are inputs to the Customer Management Module used within Synergi to 
allocate the peak load. Our load allocation methodology has evolved to this process 
from a prior process that only considered service transformer sizes. There is potential 
to further improve our load allocation method with the capabilities of the Advanced 
Metering Infrastructure. 
 
Excluded Feeders – We excluded from the study 49 feeders serving low voltage 
networks located in the downtown Minneapolis and St. Paul areas. These feeders are 
not detailed in the GIS system and have not previously been modeled.12 We also did 
not analyze a handful of other feeders that we serve, because we do not own them.  

 
11 “Updating Interconnection Screens for PV System Integration.” The file can be found online by navigating 
to: https://www.nrel.gov/docs/fy12osti/54063.pdf  
12 The special operating characteristics of secondary networks and processes to interconnect distributed 
generation is documented in “NSPM Network Connected PV Recommended Practice Based on Evaluation 
 

https://www.nrel.gov/docs/fy12osti/54063.pdf
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C. Limiting Criteria and Violation Thresholds  
 
DRIVE provides fourteen limiting criteria with violation thresholds to determine 
hosting capacity on a given piece of equipment. We used seven of those criteria in the 
2020 HCA; the remaining seven are either limited in their calculation capabilities or 
are not applicable to DER. We otherwise used the same criteria as in the 2019 HCA, 
but were not able to use DRIVE’s Unintentional Islanding threshold to identify 
islanding potential at protective devices such as reclosers and breakers. A change in 
the 2.1.1 DRIVE software, which we used for the 2020 HCA, no longer accounted 
for feeder-head ratings when calculating unintentional islanding. For this reason, we 
removed Unintentional Islanding for the 2020 analysis, with an intent to reinstate it in 
our next analysis that will use an updated DRIVE version. This change was made 
after stakeholder Workshop 2, where we had indicated using 80% generation to load 
threshold for unintentional islanding to align with our current interconnection studies. 
 
As in the 2019 HCA, we continued to utilize the “Maximum Tap Regulators in 
Over/Under-Voltage Analysis” advanced setting. This setting adjusts the voltage 
within the regulation zones to the bandwidth of the regulator for consideration in the 
Over-Voltage threshold. This could result in slightly less hosting capacity for instances 
where regulators are installed. The Max Tap Regulator setting was addressed during 
stakeholder Workshop 3, and based on that detailed discussion we will not make any 
changes to this setting for the 2020 HCA. 
 
As a general principle, we attempt to align the thresholds used in DRIVE with those 
we use in interconnection studies. The Additional Element Fault Current criteria 
threshold was increased to 20%, (10% in 2019), while the Reverse Power Flow criteria 
threshold was reduced to 80% of the feeder’s minimum load (100% in 2019).  
Although these changes were not mentioned during the June Workshops, we made 
them in order to align with our engineering study requirements for interconnection. 
 

Table 3 below describes the limiting criteria and violation thresholds in more detail.  
 

  

 
of Industry Practices, Standards and Experience” revision 2, dated June 17, 2014. System Planning and 
Strategy (NSPM) and Electric Distribution System Performance (EDSP) 
https://www.xcelenergy.com/staticfiles/xe/Corporate/Corporate%20PDFs/NSPM_PVNetwork_06_17_20
14_Final_R2.pdf 

https://www.xcelenergy.com/staticfiles/xe/Corporate/Corporate%20PDFs/NSPM_PVNetwork_06_17_2014_Final_R2.pdf
https://www.xcelenergy.com/staticfiles/xe/Corporate/Corporate%20PDFs/NSPM_PVNetwork_06_17_2014_Final_R2.pdf
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Table 3: Limiting Criteria and Violation Thresholds 
 
Criteria Description Threshold Basis 

Primary Over-
Voltage 

High voltage exceeds 
nominal voltage by threshold 105% ANSI C84.1 Range A – maintain quality 

of service to customers 

Primary Voltage 
Deviation 

Change in Voltage from no 
DER to full DER in 
aggregate 

5% MN Tariff Section 10, Sheet No. 146 – 
maintain power quality for customers 

Regulator Voltage 
Deviation 

Change in bandwidth from 
no DER output to full DER 
output at a regulated node 

50% 
Prevent reliability and power quality 
issues by avoiding excessive regulator 
operations 

Thermal for 
Discharging DER Element rating 100% 

Continue reliable customer service by 
staying within the normal ratings of 
existing elements 

Additional 
Element Fault 
Current 

Deviation in feeder fault 
currents 20% 

Based on worst case scenarios from 
internal studies – maintain customer 
reliability 

Breaker Relay 
Reduction of 
Reach 

Deviation in breaker fault 
current 10% 

Based on worst case scenarios from 
internal studies – maintain customer 
reliability 

Reverse Power 
Flow Element minimum loading 80% 

Potential protection and thermal issues 
can occur with reverse power flow in to 
the substation  

Unintentional 
Islanding Element minimum loading Not used DRIVE version 2.1.1 does not consider the 

feeder-head thermal capacity as a constraint  

Sympathetic Breaker 
Tripping 

Breaker zero sequence current due 
to an upstream fault Not used 

For the analysis method used (Large 
Centralized) the criteria does not affect the 
hosting capacity 

Primary Under-
Voltage 

Low voltage below nominal voltage 
threshold Not used 

Not a condition typically created by DER, 
unless considering the load aspects of energy 
storage 

Thermal for 
Charging DER 

Remaining element capacity at 
Peak Loading Not used 

Not a condition typically created by DER, 
unless considering the load aspects of energy 
storage 

Operational 
Flexibility 

Maintain ability to reconfigure 
feeders Not used Criteria not used in interconnection process 

Ground Fault 
Overvoltage (3V0) 

Power flow through substation not 
to be reduced by more than a 
percentage of minimum load power 
flow  
 

Not used Criteria not used in interconnection process 

Flicker 
 Determines when the Short Term 
Flicker Perceptibility value on the 
feeder is equal to this value 

Not used Criteria does not align with interconnection 
process 
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D. Company Quality Assurance and Accuracy Assessment  
 
We perform a series of quality assurance protocols throughout our analysis process to 
ensure as accurate as possible results. This includes the following steps: 

1. Running model clean up scripts in Synergi after extracting asset data from our 
Geospatial Information System. This ensures consistency in feeder modeling 
for both subsequent modeling and from one feeder to the next. 

 
2. Checking for exceptions within Synergi to verify no issues exist. After a power 

flow analysis is run some “out of bounds” exceptions may exist. This could 
include high or low voltages, overloads, model connection issues, etc. These 
exceptions are flagged for engineer investigation and correction. 

 
3. Responding to any flags generated by DRIVE MAI. After the Synergi model is 

finalized, it its converted by DRIVE MAI in order to enable processing in 
DRIVE. During this conversion, further flags can occur that alert us to any 
abnormal conditions. These conditions are then followed up by an engineer. 

 
4. Comparison of DRIVE results with previous analysis to check for any large 

deviations in values or thresholds violated. If we find deviations larger than 
500kW or see a change in the amount of times a certain threshold is violated, 
an engineer determines if the change in results was appropriate. For example, if 
additional DER were added to a feeder, we would expect the hosting capacity 
to decrease and would see this in the analysis. If we see any unexpected 
changes in the results, we will investigate them further and make corrections if 
needed. 

 
We also note that after a Commission determination of the Use Case for our future 
HCAs, in compliance with Order Pt. 17 of the July 2020 Order, we will develop a 
corresponding data validation plan, on which we will seek stakeholder input before 
finalizing and including in the subsequent HCA filing.  We agree it will be important 
to establish an ongoing plan to ensure accuracy of the HCA results once the 
framework, parameters, and objectives for the future HCA Use Case are confirmed.    
 
Beyond our own validation, EPRI also routinely compares the DRIVE tool with 
other tools, such as Cyme, Synergi, and OpenDSS, and validates the results with 
detailed studies. Recently, EPRI has been developing a test feeder model that can be 
used to compare different versions of DRIVE and leveraged also externally to 
compare different HCA tools. This new test feeder model would allow for more 
consistent comparisons. 
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III.  2020 HCA RESULTS  
 
A. Heat Map and Tabular Results  
 
We provide the results of our 2020 HCA in a tabular format and as an interactive 
visual representation, or heat map.  The results are a snapshot in time as of August 
2020, based on the characteristics and topology of the Company’s distribution system 
at that time. The hosting capacity for a feeder is a range of values that depends on 
several variables, including DER location, DER technology, load characteristics, 
feeder design, and feeder operation. Any addition of new generation on a feeder will 
reduce the available hosting capacity by an unknown value, impacted predominantly 
by the location of new DER.  
 
In Order Pt. 12 of the July 2020 Order, the Commission directed the Company, to the 
extent practicable, show the actual locations of distribution system lines instead of 
broad blocks of color on the HCA map.  We continue to believe such an approach 
would risk grid security and customer confidentiality and security as described in more 
detail in Attachment E. Therefore, we again provide a heat map view of available 
hosting capacity to accompany a set of Tabular Results, consistent with our past HCA 
Reports. We look forward to participating in further discussion on grid and customer 
security issues in the proceeding that was initiated by the Commission’s October 30, 
2020 Notice, based on Order Pt. 19 of the July 2020 Order. 
 
The Tabular Results by feeder are provided as Attachment B to our 2020 HCA 
compliance filing.  This tabular report also indicates whether the analysis used an 
actual or estimated DML value for the feeder, as required by Order Pt. 14 of the July 
2020 Order. For 894 feeders out of 1,050 feeders, we used actual DML values based 
on available SCADA data. We also note that this feeder tabular report can be 
exported in xlsx. format from our website.  
 
In compliance with Order Pts. 13 and 15, we also provide as Attachment C Tabular 
Results containing all criteria violations and corresponding hosting capacity values for 
sub-feeders. This tabular report includes all threshold violations for each feeder 
segment, instead of the primary violation only. It also includes a unique number for 
each line segment. However, in the heat map, we continue to display only the primary 
violation, due to pop-up data constraints. We will continue to evaluate methods for 
displaying all threshold violations in the pop-up in preparation for our next analysis 
update. We also note that this sub-feeder tabular report can be exported in xlsx. 
format from our website. 
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Figure 2A and 2B below are examples of the visual hosting capacity results that are 
available on our website at: 
https://www.xcelenergy.com/working_with_us/how_to_interconnect/hosting_capa
city_map_disclaimer.  The legend for the heat map is color-coded to indicate varying 
levels of available hosting capacity. Users are able to zoom in and zoom out and also 
have the option for a full-screen view.  For a feeder that is in close proximity to 
another feeder (and do not show separately on the map), the map indicates the higher 
capacity of the two feeders. 

 
Figure 2A: Example of Heat Map Results 

 

 
 
  

https://www.xcelenergy.com/working_with_us/how_to_interconnect/hosting_capacity_map_disclaimer
https://www.xcelenergy.com/working_with_us/how_to_interconnect/hosting_capacity_map_disclaimer
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Figure 2B: Example of Heat Map Pop-Up Screen 
 

 
 
We have improved the presentation in the heat map and Tabular Results based on 
stakeholder feedback and in compliance with Order Pts. 6, 11, 13, 14, and 15 of the 
July 2020 Order.  Returning this year is a pop-up screen on the heat map that displays 
additional information. Users can click on a feeder location and a pop-up screen will 
appear, displaying additional data. Figure 2B above displays the heat-map pop-up 
screen. The pop-up and feeder tabular report (Attachment B) now include the 
following data: 

• Feeder name, 
• Substation name, 
• Transformer Name, 
• Substation Load Tap Changer (LTC) or Regulator, 
• Network or Radial, 
• Daytime minimum feeder load, 
• Daytime minimum substation load, 
• Absolute minimum feeder load, 
• Absolute minimum substation load, 
• Existing DER on substation, 
• Existing DER on feeder, 
• Queued DER on substation, 
• Queued DER on feeder, 
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• Available hosting capacity, 
• Limiting hosting capacity criteria threshold, 
• Notes field indicating VSR installation, capacity constrained feeders and 

substations, and substations owned by other utilities, 
• Feeder voltage level (heat map only), 
• Line phasing (single or three-phase line) (heat map only), and 
• Line type (overhead or underground line) (heat map only). 

 
In addition, the heat map includes the location of field voltage regulators and 
substations on our distribution system.  
 
Based on the stakeholder feedback received in the June 2020 Workshops, we have 
created a notes field to the heat map pop-up and feeder Tabular Results. The notes 
field displays the following new information:  

• Indicates a feeder or substation with a known capacity constraint based on 
results from previously performed system impact studies. In these cases, the 
available capacity could be significantly impacted without substantial system 
upgrades. A feeder or substation is noted constrained in the pop-up if there are 
prior interconnection applications on the same feeder/substation that received 
a Phase 2 Study notification after a System Impact Study was conducted. 

• Indicates if the substation is owned by another utility than Xcel Energy. In 
these cases, contractual obligations may reduce capacity and increase 
interconnection timelines. 

• Indicates whether VSR is installed on the feeder at the substation. The current 
list of 116 such feeders that have confirmed VSR installation was created by 
our project management office. The office has maintained a list of all new VSR 
installations over the previous five years as we began installing VSR frequently 
for solar garden projects.   This list is not exhaustive and other feeders with 
installed VSR may exist in our system. If we determine there are additional 
feeders with installed VSR, those will be included in our next HCA update.  
For the 2020 HCA, the relevant criteria threshold results were not removed for 
the feeders that have installed VSR, but we plan to do this in future HCAs. 

 
The HCA does not include queued generation in the analyses, tabular reports, or heat 
map. Tracking the queue would create too much variability as many queued projects 
enter and exit the queue during the analysis period. As described below, the public 
DER queue is updated monthly and available separately on the Company’s website.  
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Due to technical limitations, we were not able to include a unique name or number 
for each line segment in the HCA map pop-up, as required by Order Pt. 11 of the July 
2020 Order. Each sub-feeder section of the HCA map can include many individual 
line segments. To implement this addition, line segments would need to be aggregated 
for each sub-feeder section of the HCA map. Such aggregation requires a 
methodology for determining what line segment should be displayed with an ID 
without cluttering the entire pop-up box. The Company will continue to explore 
technical solutions with a hope to implement the segment identification in future 
updates. 
 
The sub-feeder Tabular Results listing all criteria violations as well as new information 
added to the feeder Tabular Results and pop-up in the heat map should help increase 
the value and usefulness of the hosting capacity analysis.  
 
Our 2020 HCA results show that 122 feeders have zero maximum hosting capacity. 
In addition, 97 out of these 122 feeders have at least one MW of existing DER on 
them. These existing DER installations have essentially exhausted the hosting 
capacity. The number of feeders with zero maximum hosting capacity decreased by 
seven from the 2019 analysis, and this was likely the results of using more actual 
daytime minimum load data for feeders with SCADA in the 2020 analysis.  
 
DRIVE considers potential DER in increments of 100 kW on three-phase sections, 
which means that even if a feeder shows zero hosting capacity, the actual available 
capacity may be something between zero and 100 kW.  Therefore, additional small-
scale DER may not be prohibitive. The DRIVE tool’s process to add DER in 100 kW 
increments was discussed in the June 2020 stakeholder Workshops, and we did not 
receive feedback that it should be modified.  
 
The 2020 HCA results will differ from the 2019 HCA results for several reasons, 
including the following:  

• Distribution system changes, such as changes to the configuration or capacity 
of a feeder, 

• Feeder forecast changes (variations in load), 
• New community solar gardens and other DER interconnected to the system, 

and 
• Methodological changes, such as using actual Daytime Minimum Load data, 

adjusting two DRIVE criteria thresholds to align with interconnection studies, 
and not using DRIVE’s Unintentional Islanding threshold. 
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Figure 3 outlines in general terms how different impact factors – feeder configuration, 
load characteristics, and existing connected DER – should be incorporated into a 
HCA analysis and how they affect the range of available hosting capacity. 
 

Figure 3: Incorporating Impact Factors into HCA13 
 

 
 
B. How to Read the HCA Results  
 
We remind readers that the 2020 HCA presents the discrete hosting capacity of 
individual feeders without analysis of the cumulative effects of DER additions to 
substations or the transmission system.  As DER penetration increases, system 
constraints are likely to limit hosting capacity in various geographical areas.  For 
instance, a substation may have three feeders with 3 MW of available capacity on each 
– but the substation or transmission systems may not have 9 MW of available 
capacity.  As a result, the HCA is not a holistic system view, but rather a snapshot of 
the capabilities of individual feeders as they are positioned at the time of our analysis.  
 
It is also important to note that DRIVE considers potential DER in increments of 
100 kW on three-phase sections during the HCA process. This means that if a feeder 
shows zero hosting capacity, there may actually be available hosting capacity of less 
than 100 kW.  However, because the intent of the Centralized methodology is to 
examine locations for single DER installations of 100 kW or larger, we did not take a 
more granular approach to ascertain specific values below the 100 kW threshold. 
 

 
13 Source: Impact Factors and Recommendations on How to Incorporate Them When Calculating Hosting Capacity. EPRI. 
September 13, 2018. https://www.epri.com/#/pages/product/3002013381/. 
 

https://www.epri.com/#/pages/product/3002013381/
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Additionally, the heat map and Tabular Results provide the amount of hosting 
capacity available without considering any mitigations. Therefore, even if a feeder may 
show low hosting capacity, it is possible that mitigations could allow higher levels of 
DER to be interconnected.  However, an interconnection engineering study would 
need to be completed to determine whether mitigation would increase available 
capacity.  
 
Finally, the HCA is a snapshot in time and reflects installed DER generation and 
feeder topology at the time of the analysis. The HCA does not account for DER 
projects that are in the interconnection queue. As described in more detail in 
Attachment F, we are planning to update the HCA more frequently, starting with 
quarterly updates in Q3 2021.  
 
While the Commission has established a long-term goal to integrate, replace or 
augment portions of the interconnection process with the HCA –  today, the HCA 
results are not intended to be used in lieu of engineering studies or for approving 
interconnection requests.14  Rather, they are intended to be an initial indication as to 
how much additional DER might be able to be interconnected on a given feeder.  
After consulting the HCA heat map or tabular report, we recommend developers use 
progressively more detailed tools to assess the viability of the potential DER site.  
More informative and site-specific information on hosting capacity, available on our 
website at www.xcelenergy.com/HowToInterconnect, is offered in the following 
order:  

1. Review the Company’s publicly-available DER interconnection queue.15  The 
queue is updated monthly, and includes any generation that has been proposed 
but was not in service at the time the HCA data was drawn as a snapshot in 
time. 

2. Request a pre-application report for the interconnection location of interest in 
order to further identify characteristics of the circuit that may impact hosting 
capacity. 

3. Submit an interconnection application for the DER project to initiate the 
Screening and/or Study process.  A completed interconnection application is 
the mechanism how a project enters into the queue and begins the process for 
reserving hosting capacity.  The outcome of Screening or Studies will identify 
allowable interconnection capacity and any mitigation costs.  

 
14 See Attachment F to this HCA filing for more information about our analysis of the potential future Use 
Cases for the HCA. 
15 Note that prior to June 2019, the public queue included only interconnection applications for the 
Solar*Rewards Community program. 
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Starting in November 2020, we are also going to provide additional information in the 
public DER interconnection queue to help identify constrained feeders and 
substations. The list of such feeders and substations can be found as an additional tab 
at the bottom of the public queue spreadsheet, labeled as “Known Capacity 
Constraints.” This tool differs from the hosting capacity results, as it is based solely 
on thermal capacities and DER penetrations that are updated monthly.  
 
This tool provides a list of substations with DER penetration levels ≥90% of the 
XFMR Rating, and a list of feeders with DER penetration levels ≥90% of the Feeder 
Rating. Substations and feeders with this level of DER penetration have a higher 
probability of seeing complications and/or curtailments on new interconnection 
applications. Projects also have an increased risk of requiring a more costly in-depth 
study (Phase 2) to receive full capacity. Additionally, substations and feeders where 
Xcel Energy has already issued a Phase 2 study notification are also on the list.  Any 
new interconnection applications for the substations and feeders on the list should 
expect to receive a Phase 2 study notification.  
  
On November 2, 2020, the Company also filed a Petition in Docket E002/M-13-867 
for tariff changes to allow publicly posting additional information on CSGs in the 
interconnection queue, including feeder name, currently expected in-service date, and 
indicative interconnection cost. Although this information is mainly intended to 
provide more transparency on the extent and timing of upcoming interconnection 
work to help anticipate future planned outages, it also provides useful information for 
developers who are planning new projects and searching for suitable DER locations.  
 
C. Mitigation  
 
This section discusses the more common potential distribution system upgrades that 
may be necessary to interconnect DER into our system. The most efficient and 
effective mitigation is dependent on the type(s) of constraints on each individual 
feeder in relation to a particular DER.  Therefore, we generally discuss various 
constraint conditions and the type of mitigations that might be necessary to alleviate 
them. 
 
To the extent a feeder has constraints, we identify the primary constraint in the feeder 
Tabular Results (provided as Attachment B) and in the heat map pop-up. The sub-
feeder Tabular Results (Attachment C) provide all criteria threshold violations for 
each line segment. Table 4 below shows the potential mitigations for most common 
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constraints that could be implemented to increase hosting capacity.  The specifics of 
each feeder and DER interconnection proposal are instrumental in determining the 
most appropriate and lowest cost mitigation for that specific situation. The 
mitigations can vary in degree from fairly straightforward to relatively complex. 
Therefore, a detailed engineering study is needed to determine the optimal solution 
for each DER interconnection.   
 

Table 4: Potential Mitigations for the Most Common Constraints 
 

Category Impacts Mitigation 

Voltage 

Overvoltage Adjust DER power factor setting, reconductor 

Voltage Deviation Adjust DER power factor setting, reconductor 

Equipment Voltage 
Deviation 

Adjust DER power factor setting, adjust voltage regulation 
equipment settings (if applicable), or reconductor 

Loading Thermal Limits Reconductor, replace equipment 

Protection 

Additional Element 
Fault Current 

Adjust relay settings, replace relays, replace protective 
equipment 

Breaker Relay 
Reduction of Reach 

Adjust relay settings, replace relays, move or replace 
protective equipment 

Sympathetic Breaker 
Relay Tripping 

Adjust relay settings, replace relays, move or replace 
protective equipment 

Unintentional 
Islanding 

Installation of Voltage Supervisory Reclosing 

 
In terms of mitigating constraints, our standard approach is to first study 
interconnection using low-cost options, such as adjusting the DER power factor, 
before considering higher-cost options, such as reconductoring.  However, specific 
characteristics of the feeder determine the effectiveness of certain mitigations (such as 
using a non-unity fixed power factor for the DER) and those mitigations may differ 
depending upon the location of the installation.  Accordingly, attempting to pre-
identify absolute mitigations that would increase the hosting capacity of each feeder 
will not always efficiently match the specific needs of a particular DER installation. 
 
The National Renewable Energy Laboratory (NREL) has prepared a technical report16 
that further outlines costs and methods to increase hosting capacity on feeders in the 
United States. Some of the key takeaways from that report include: 

• Feeder characteristics, distribution of DER, and size of DER can all create 
significant variability in hosting capacity and distribution upgrade costs. 

 
16 See The Cost of Distribution System Upgrades to Accommodate Increasing Penetrations of Distributed Photovoltaic Systems 
on Real Feeders in the United States. NREL. April 2018. https://www.nrel.gov/docs/fy18osti/70710.pdf  

https://www.nrel.gov/docs/fy18osti/70710.pdf
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• In general, voltage constraints are less expensive to mitigate due to the ability to 
adjust inverter settings. 

• Thermal overloads are generally more expensive to mitigate. 
• Upgrade costs can be minimized by guiding DER to better locations. 
 

These findings align with our potential mitigation strategies and further reiterate the 
fact that a detailed interconnection study is needed to provide more specific 
mitigation alternatives for a proposed DER project on a specific feeder.   

 
CONCLUSION 

 
We have made significant efforts to improve the value and usefulness of our 2020 
HCA report so that it would provide sufficient information to be a starting point for 
DER interconnection. We have enhanced the HCA methodology, used some new 
DRIVE features, and included more detailed information in the presentation of 
results. The Tabular Results provide detailed information and estimates of available 
level of hosting capacity at the feeder and sub-feeder levels. We have also added new 
information in the heat map pop-up and feeder Tabular Results, including installed 
VSR, constrained feeders and substations, and substations owned by other utilities. 
We believe the 2020 HCA is a meaningful tool to assist in identifying available 
locations and constraints for DER interconnection. 



PUBLIC DOCUMENT - 
NOT PUBLIC DATA HAS BEEN EXCISED

Docket No. E002/M-20-___
Compliance Filing

Attachment B - Page 1 of 12

PROTECTED DATA SHADED

Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Afton
AFT_TR01

AFT314 0.3 Thermal for Gen - min 1.61 Breaker Relay Reduction 
of Reach - max

16691
14004

9,040
7190 Y LTC Radial 275.923 218.864 129.227 158.548

Afton
AFT_TR01

AFT315 0.2 Thermal for Gen - min 0.87 Breaker Relay Reduction 
of Reach - max

16691
14004

7,900
7018 Y LTC Radial 275.923 218.864 146.696 60.316

Afton
AFT_TR02

AFT321 0.1 Primary Over-Voltage - 
min

0.28 Breaker Relay Reduction 
of Reach - max

12745
10124

9,173
7048 Y LTC Radial 255.502 1045.445 216.012 1023.872

Afton
AFT_TR02

AFT322 0.6 Thermal for Gen - min 2.6 Reverse Power Flow - max 12745
10124

3,799
3274 Y LTC Radial 255.502 1045.445 39.49 21.573

Air Lake
ALK_TR01

ALK063 0.896 Reverse Power Flow - 
min

0.896 Reverse Power Flow - max 9024
8437

2,113
2112.8 N LTC Radial 40 13.88 0 13.88

Air Lake
ALK_TR01

ALK064 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

9024
8437

1,689
1688.8 N LTC Radial 40 13.88 0 0

Air Lake
ALK_TR01

ALK067 0.832 Reverse Power Flow - 
min

0.832 Reverse Power Flow - max 9024
8437

1,487
1486.6 N LTC Radial 40 13.88 40 0

Air Lake
ALK_TR02

ALK072 0.5 Primary Over-Voltage - 
min

0.872 Reverse Power Flow - max 5635
5635

2,296
2296 N LTC Radial 181.19 9.929 181.19 9.929

Air Lake
ALK_TR02

ALK073 1.064 Reverse Power Flow - 
min

1.064 Reverse Power Flow - max 5635
5635

1,855
1854.6 N LTC Radial 181.19 9.929 0 0

Airport
AIR_TR01

AIR060 0.2 Primary Over-Voltage - 
min

0.856 Reverse Power Flow - max 9358
9349

1,096
1047 Y LTC Radial 0 0 0 0

Airport
AIR_TR01

AIR061 1.408 Reverse Power Flow - 
min

1.408 Reverse Power Flow - max 9358
9349

1,807
1703 Y LTC Radial 0 0 0 0

Airport
AIR_TR01

AIR069 0.984 Reverse Power Flow - 
min

0.984 Reverse Power Flow - max 9358
9349

1,245
1245 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR072 1.5 Thermal for Gen - min 1.84 Reverse Power Flow - max 10131
9270

1,601
1456 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR073 0.4 Thermal for Gen - min 0.968 Reverse Power Flow - max 10131
9270

1,116
987 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR074 2.3 Thermal for Gen - min 3.936 Reverse Power Flow - max 10131
9270

5,272
3602 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR077 1.8 Primary Over-Voltage - 
min

2.048 Reverse Power Flow - max 10131
9270

2,557
2052 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR078 0.704 Reverse Power Flow - 
min

0.704 Reverse Power Flow - max 10131
9270

922
922 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR079 0.104 Reverse Power Flow - 
min

0.104 Reverse Power Flow - max 10131
9270

100
100 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR62X 1.016 Reverse Power Flow - 
min

1.016 Reverse Power Flow - max 10131
9270

1,012
1012 Y LTC Radial 0 0 0 0

Airport
AIR_TR02

AIR62Y 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 10131
9270

1,012
1012 Y LTC Radial 0 0 0 0

Albany
ALB_TR02

ALB021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2582
1582

2,107
1735 Y Regulator Radial 13009.994 4006 2000 2000

Albany
ALB_TR02

ALB022 0 Thermal for Gen - min 0 Breaker Relay Reduction 
of Reach - max

2582
1582

1,342
1113 Y Regulator Radial 13009.994 4006 1009.994 2006

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Albany
ALB_TR02

ALB023 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2582
1582

303
303 N Regulator Radial 13009.994 4006 10000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Aldrich
ALD_TR02

ALD072 0.5 Thermal for Gen - min 1.736 Reverse Power Flow - max 7889
6554

2,363
1895 Y LTC Radial 169.056 77.653 34.916 0

Aldrich
ALD_TR02

ALD073 0.136 Reverse Power Flow - 
min

0.136 Reverse Power Flow - max 7889
6554

3,178
2609 Y LTC Radial 169.056 77.653 55.196 2.64

Aldrich
ALD_TR02

ALD075 0.888 Reverse Power Flow - 
min

0.888 Reverse Power Flow - max 7889
6554

351
328 Y LTC Radial 169.056 77.653 0 0

Aldrich
ALD_TR02

ALD076 0.2 Thermal for Gen - min 0.72 Breaker Relay Reduction 
of Reach - max

7889
6554

2,571
2280 Y LTC Radial 169.056 77.653 78.944 75.013

Aldrich
ALD_TR03

ALD081 0.512 Reverse Power Flow - 
min

0.512 Reverse Power Flow - max 18182
14690

671
608 Y LTC Radial 264.179 230.543 2.5 0

Aldrich
ALD_TR03

ALD082 0.9 Thermal for Gen - min 1.6 Reverse Power Flow - max 18182
14690

2,121
2040 Y LTC Radial 264.179 230.543 91.298 109.627

Aldrich
ALD_TR03

ALD083 0.1 Thermal for Gen - min 0.54 Breaker Relay Reduction 
of Reach - max

18182
14690

1,663
1372 Y LTC Radial 264.179 230.543 2.8 0

Aldrich
ALD_TR03

ALD084 0.9 Thermal for Gen - min 1.568 Reverse Power Flow - max 18182
14690

2,162
1869 Y LTC Radial 264.179 230.543 40.224 6.72

Aldrich
ALD_TR03

ALD085 0.5 Thermal for Gen - min 1.84 Reverse Power Flow - max 18182
14690

2,844
2247 Y LTC Radial 264.179 230.543 55.752 100.236

Aldrich
ALD_TR03

ALD086 0.648 Reverse Power Flow - 
min

0.648 Reverse Power Flow - max 18182
14690

806
594 Y LTC Radial 264.179 230.543 17.5 0

Aldrich
ALD_TR03

ALD087 1.672 Reverse Power Flow - 
min

1.672 Reverse Power Flow - max 18182
14690

2,203
1946 Y LTC Radial 264.179 230.543 0 0

Aldrich
ALD_TR03

ALD088 0.9 Thermal for Gen - min 1.128 Reverse Power Flow - max 18182
14690

1,663
1372 Y LTC Radial 264.179 230.543 54.105 13.96

Aldrich
ALD_TR04

ALD091 0.824 Reverse Power Flow - 
min

0.824 Reverse Power Flow - max 18828
15281

1,218
945 Y LTC Radial 1140.172 704.108 34.2 0

Aldrich
ALD_TR04

ALD092 0.9 Thermal for Gen - min 3.92 Reverse Power Flow - max 18828
15281

5,332
4029 Y LTC Radial 1140.172 704.108 5.1 65.964

Aldrich
ALD_TR04

ALD093 0.744 Reverse Power Flow - 
min

0.744 Reverse Power Flow - max 18828
15281

561
516 Y LTC Radial 1140.172 704.108 9.6 7.616

Aldrich
ALD_TR04

ALD094 0.5 Thermal for Gen - min 1.176 Reverse Power Flow - max 18828
15281

1,814
1799 Y LTC Radial 1140.172 704.108 960 180

Aldrich
ALD_TR04

ALD095 0.9 Thermal for Gen - min 2.112 Reverse Power Flow - max 18828
15281

2,777
2285 Y LTC Radial 1140.172 704.108 22.776 6.99

Aldrich
ALD_TR04

ALD096 0.5 Thermal for Gen - min 1.04 Reverse Power Flow - max 18828
15281

1,218
945 Y LTC Radial 1140.172 704.108 0 239.798

Aldrich
ALD_TR04

ALD097 0.9 Thermal for Gen - min 1.76 Reverse Power Flow - max 18828
15281

2,404
1964 Y LTC Radial 1140.172 704.108 108.496 103.74

Aldrich
ALD_TR04

ALD098 0.392 Reverse Power Flow - 
min

0.392 Reverse Power Flow - max 18828
15281

561
516 Y LTC Radial 1140.172 704.108 0 100

Altura
ALT_TR01

ALT021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1081
1081

1,081
1080.8 N Regulator Radial 3138.382 4023.33 3138.382 4023.33

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Annandale
ANN_TR01

ANN021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2119
2119

2,119
2118.8 N Regulator Radial 6007.83 1011.6 6007.83 1011.6

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Apache
APA_TR01

APA061 0.9 Thermal for Gen - min 1.808 Reverse Power Flow - max 10500
8373

2,668
2159 Y LTC Radial 30.987 45.271 5.52 20.06

Apache
APA_TR01

APA064 0.84 Reverse Power Flow - 
min

0.84 Reverse Power Flow - max 10500
8373

1,285
1000 Y LTC Radial 30.987 45.271 0 0

Apache
APA_TR01

APA065 0.9 Thermal for Gen - min 1.576 Reverse Power Flow - max 10500
8373

2,234
2195 Y LTC Radial 30.987 45.271 0 0

Apache
APA_TR01

APA067 0.5 Thermal for Gen - min 1.496 Reverse Power Flow - max 10500
8373

1,934
1854 Y LTC Radial 30.987 45.271 12.15 7.2

Apache
APA_TR01

APA068 0.6 Thermal for Gen - min 0.952 Reverse Power Flow - max 10500
8373

1,416
1000 Y LTC Radial 30.987 45.271 10.707 18.011

Apache
APA_TR01

APA069 0.6 Reverse Power Flow - 
min

0.6 Reverse Power Flow - max 10500
8373

848
711 Y LTC Radial 30.987 45.271 2.61 0

Apache
APA_TR02

APA071 0.6 Thermal for Gen - min 1.784 Reverse Power Flow - max 17922
14572

2,309
1879 Y LTC Radial 278.594 112.204 116.62 0

Apache
APA_TR02

APA072 0.9 Thermal for Gen - min 1.152 Reverse Power Flow - max 17922
14572

2,062
1649 Y LTC Radial 278.594 112.204 0 39.998

Apache
APA_TR02

APA073 0.9 Thermal for Gen - min 1.272 Reverse Power Flow - max 17922
14572

1,645
1645 Y LTC Radial 278.594 112.204 4.2 13.474

Apache
APA_TR02

APA074 0.9 Thermal for Gen - min 2.24 Reverse Power Flow - max 17922
14572

2,913
2675 Y LTC Radial 278.594 112.204 0 4.93

Apache
APA_TR02

APA075 0.9 Thermal for Gen - min 1.576 Reverse Power Flow - max 17922
14572

2,247
1955 Y LTC Radial 278.594 112.204 43.807 26.187

Apache
APA_TR02

APA076 0.8 Thermal for Gen - min 1.416 Reverse Power Flow - max 17922
14572

1,946
1396 Y LTC Radial 278.594 112.204 65.228 0

Apache
APA_TR02

APA077 1.344 Reverse Power Flow - 
min

1.344 Reverse Power Flow - max 17922
14572

2,012
1812 Y LTC Radial 278.594 112.204 43.579 27.615

Apache
APA_TR02

APA078 0.9 Thermal for Gen - min 1.488 Reverse Power Flow - max 17922
14572

1,942
1836 Y LTC Radial 278.594 112.204 5.16 0

Arden Hills
AHI_TR01

AHI021 0.3 Primary Over-Voltage - 
min

0.3 Primary Over-Voltage - 
max

5580
4708

2,047
1974 Y Regulator Radial 277.894 229.3 87.38 0

Arden Hills
AHI_TR01

AHI022 0.3 Primary Over-Voltage - 
min

0.3 Primary Over-Voltage - 
max

5580
4708

1,392
1388 Y Regulator Radial 277.894 229.3 142.9 83.931

Arden Hills
AHI_TR01

AHI024 0.3 Primary Over-Voltage - 
min

0.3 Primary Over-Voltage - 
max

5580
4708

2,907
2855 Y Regulator Radial 277.894 229.3 0 10

Arden Hills
AHI_TR01

AHI025 0.3 Primary Over-Voltage - 
min

0.3 Primary Over-Voltage - 
max

5580
4708

2,489
2360 Y Regulator Radial 277.894 229.3 47.614 135.369

Arden Hills
AHI_TR02

AHI063 0.5 Thermal for Gen - min 2.304 Reverse Power Flow - max 4664
3865

3,121
3087 Y Regulator Radial 21.496 4.48 21.496 4.48

Atwater
ATW_TR01

ATW061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1930
1930

547
547.4 N Regulator Radial 5009.994 2000 5000 2000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Atwater
ATW_TR01

ATW062 1.1 Primary Over-Voltage - 
min

1.224 Reverse Power Flow - max 1930
1930

1,589
1588.8 N Regulator Radial 5009.994 2000 9.994 0

Averill
AVR_TR01

AVR081 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1229 1229 1,229 1,229
Y Regulator Radial 0 10000 0 10000

Avon
AVN_TR01

AVN021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1789
1789

1,739
1738.6 N Regulator Radial 5057 0 5057 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Bassett Creek
BCR_TR01

BCR061 0.9 Thermal for Gen - min 1.824 Reverse Power Flow - max 10220
8460

2,530
1800 Y LTC Radial 55.208 2673.504 0 0

Bassett Creek
BCR_TR01

BCR062 0.9 Thermal for Gen - min 2.736 Reverse Power Flow - max 10220
8460

3,660
3100 Y LTC Radial 55.208 2673.504 26.774 2673.504

Bassett Creek
BCR_TR01

BCR063 0.9 Thermal for Gen - min 1.88 Reverse Power Flow - max 10220
8460

2,460
2460 Y LTC Radial 55.208 2673.504 28.434 0

Bassett Creek
BCR_TR02

BCR081 0.808 Reverse Power Flow - 
min

0.808 Reverse Power Flow - max 4060
4060

1,120
910 Y LTC Radial 7.58 0 0 0

Bassett Creek
BCR_TR02

BCR082 1.352 Reverse Power Flow - 
min

1.352 Reverse Power Flow - max 4060
4060

1,870
1300 Y LTC Radial 7.58 0 7.58 0

Bassett Creek
BCR_TR02

BCR083 1 Thermal for Gen - min 1.4 Reverse Power Flow - max 4060
4060

1,900
1500 Y LTC Radial 7.58 0 0 0

Battle Creek
BCK_TR01

BCK061 10 Primary Over-Voltage - 
min

10 Primary Over-Voltage - 
max

11653
11468

9,849
9849 Y LTC Radial 0 0 0 0

Battle Creek
BCK_TR01

BCK062 1.08 Reverse Power Flow - 
min

1.08 Reverse Power Flow - max 11653
11468

1,432
1355 Y LTC Radial 0 0 0 0

Battle Creek
BCK_TR02

BCK071 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 1465
1440

0
0 N LTC Radial 0 0 0 0

Battle Creek
BCK_TR02

BCK072 0.16 Reverse Power Flow - 
min

0.16 Reverse Power Flow - max 1465
1440

213
135 Y LTC Radial 0 0 0 0

Battle Creek
BCK_TR02

BCK073 1 Primary Over-Voltage - 
min

1.104 Reverse Power Flow - max 1465
1440

1,393
1359 Y LTC Radial 0 0 0 0

Battle Creek
BCK_TR02

BCK074 0.832 Reverse Power Flow - 
min

0.832 Reverse Power Flow - max 1465
1440

541
317 Y LTC Radial 0 0 0 0

Baytown
BYT_TR01

BYT061 0.6 Primary Over-Voltage - 
min

1.47 Breaker Relay Reduction 
of Reach - max

2886
2341

2,734
2283 Y LTC Radial 23.814 9.994 23.814 9.994

Baytown
BYT_TR02

BYT071 0.9 Thermal for Gen - min 1.296 Reverse Power Flow - max 4922
4123

1,751
1644 Y LTC Radial 50.824 9.28 35.83 0

Baytown
BYT_TR02

BYT072 0.9 Thermal for Gen - min 1.4 Reverse Power Flow - max 4922
4123

3,029
2353 Y LTC Radial 50.824 9.28 14.994 9.28

Becker
BEK_TR01

BEK021 0.1 Primary Over-Voltage - 
min

0.1 Primary Over-Voltage - 
max

316
316

383
383.2 N Regulator Radial 0 16.82 0 16.82

Becker
BEK_TR02

BEK311 0.008 Reverse Power Flow - 
min

0.008 Reverse Power Flow - max 10
10

10
10.2 N Regulator Radial 0 149.999 0 149.999

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Belgrade
BEG_TR01

BEG001 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

483
483

482
482 N Regulator Radial 720 0 720 0

Belle Plain
BEL_TR01

BEL061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

3044
3044

1,957
1957.4 N Regulator Radial 8957.92 3021.994 1007.92 3021.994

Belle Plain
BEL_TR01

BEL062 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

3044
3044

1,360
1359.6 N Regulator Radial 8957.92 3021.994 7950 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Birch
BCH_TR01

BCH311 0.904 Reverse Power Flow - 
min

0.904 Reverse Power Flow - max 1204
1204

1,246
1246.4 N Regulator Radial 15.356 23.2 15.356 23.2

Bird Island
BIS_TR02

BIS001 0.1 Primary Over-Voltage - 
min

0.24 Reverse Power Flow - max 505
505

450
450.2 N Regulator Radial 10.56 0 10.56 0

Blue Herron
BLH_TR01

BLH061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1911
1911

1,547
1546.8 N LTC Radial 3006 0 3006 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Blue Herron
BLH_TR01

BLH062 0.1 Primary Over-Voltage - 
min

0.352 Reverse Power Flow - max 1911
1911

517
517.4 N LTC Radial 3006 0 0 0

Blue Lake
BLL_TR01

BLL062 0.9 Thermal for Gen - min 2.16 Reverse Power Flow - max 6438
6438

1,127
1127 Y Regulator Radial 0 0 0 0

Blue Lake
BLL_TR01

BLL063 0 Thermal for Gen - min 2.512 Reverse Power Flow - max 6438
6438

3,232
3232 Y Regulator Radial 0 0 0 0

Blue Lake
BLL_TR01

BLL064 0.032 Reverse Power Flow - 
min

0.032 Reverse Power Flow - max 6438
6438

59
59 Y Regulator Radial 0 0 0 0

Blue Lake
BLL_TR02

BLL071 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 4004
3379

1,404
1286 Y Regulator Radial 3000 0 3000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Blue Lake
BLL_TR02

BLL072 0.9 Thermal for Gen - min 2.752 Reverse Power Flow - max 4004
3379

3,516
3451 Y Regulator Radial 3000 0 0 0

Bluff Creek
BLC_TR01

BLC061 1.2 Primary Over-Voltage - 
min

1.288 Reverse Power Flow - max 13483
11618

1,626
1410 Y LTC Radial 37.585 15.63 0 0

Bluff Creek
BLC_TR01

BLC062 0.9 Thermal for Gen - min 2.496 Reverse Power Flow - max 13483
11618

3,108
2549 Y LTC Radial 37.585 15.63 29.96 15.63

Bluff Creek
BLC_TR01

BLC063 1.1 Primary Over-Voltage - 
min

2.192 Reverse Power Flow - max 13483
11618

2,762
2551 Y LTC Radial 37.585 15.63 7.625 0

Bluff Creek
BLC_TR01

BLC071 1.5 Primary Over-Voltage - 
min

2.344 Reverse Power Flow - max 13483
11618

2,915
2657 Y LTC Radial 37.585 15.63 0 0

Bluff Creek
BLC_TR01

BLC072 0.9 Primary Over-Voltage - 
min

1.872 Reverse Power Flow - max 13483
11618

2,338
2118 Y LTC Radial 37.585 15.63 0 0

Brooklyn Park
BRP_TR01

BRP061 0.448 Reverse Power Flow - 
min

0.448 Reverse Power Flow - max 4130
3000

810
700 Y LTC Radial 865.8 13.519 0 0

Brooklyn Park
BRP_TR01

BRP062 0.9 Thermal for Gen - min 1.056 Reverse Power Flow - max 4130
3000

1,600
1400 Y LTC Radial 865.8 13.519 865.8 0

Brooklyn Park
BRP_TR01

BRP063 0.824 Reverse Power Flow - 
min

0.824 Reverse Power Flow - max 4130
3000

1,100
1000 Y LTC Radial 865.8 13.519 0 13.519

Brooklyn Park
BRP_TR02

BRP071 0.8 Primary Over-Voltage - 
min

1.032 Reverse Power Flow - max 5350
4460

1,610
1330 Y LTC Radial 234.392 119.994 7.8 0

Brooklyn Park
BRP_TR02

BRP072 0.9 Thermal for Gen - min 1.608 Reverse Power Flow - max 5350
4460

1,730
1500 Y LTC Radial 234.392 119.994 146.596 79.996

Brooklyn Park
BRP_TR02

BRP073 0.9 Thermal for Gen - min 1 Reverse Power Flow - max 5350
4460

1,530
1530 Y LTC Radial 234.392 119.994 79.996 39.998

Brooten
BRO_TR01

BRO021 0.2 Primary Over-Voltage - 
min

0.848 Reverse Power Flow - max 1199
1199

1,160
1160.2 N Regulator Radial 4009.995 5000 4009.995 5000

Brownton
BRW_TR01

BRW001 0.08 Reverse Power Flow - 
min

0.08 Reverse Power Flow - max 86
86

86
86.4 N Regulator Radial 0 0 0 0

Buffalo Lake
BFL_TR01

BFL021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

525
449

525
449 Y Regulator Radial 1000 1000 1000 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Burnside
BUR_TR01

BUR022 0.8 Thermal for Gen - min 1.328 Reverse Power Flow - max 3700
2980

1,750
1670 Y LTC Radial 0 0 0 0

Burnside
BUR_TR01

BUR023 0.2 Primary Over-Voltage - 
min

1.448 Reverse Power Flow - max 3700
2980

1,890
1630 Y LTC Radial 0 0 0 0

Burnside
BUR_TR02

BUR032 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1906
1420

1,906
1420 Y LTC Radial 9412.956 3.747 9412.956 3.747

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Butterfield
BTF_TR01

BTF001 0 Thermal for Gen - min 0.088 Reverse Power Flow - max 429
429

429
428.6 N Regulator Radial 257 50 257 50

Cannon Falls
CAF_TR01

CAF021 0.456 Reverse Power Flow - 
min

0.456 Reverse Power Flow - max 1204
1204

611
611.2 N LTC Radial 0 9.747 0 6

Cannon Falls
CAF_TR01

CAF022 0.3 Thermal for Gen - min 0.456 Reverse Power Flow - max 1204
1204

633
633.4 N LTC Radial 0 9.747 0 3.747

Cannon Falls Transmission
CTF_TR01

CTF021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

3769
3769

1,488
1055 Y LTC Radial 11005 3030.809 11005 2030.809

Cannon Falls Transmission

CTF_TR01
CTF022 0.2 Thermal for Gen - min 1.09 Breaker Relay Reduction 

of Reach - max
3769

3769
2,271

1945 Y LTC Radial 11005 3030.809 0 1000

Castle Rock
CSR_TR01

CSR001 0.072 Reverse Power Flow - 
min

0.072 Reverse Power Flow - max 100
100

100
100.4 N Regulator Radial 0 0 0 0

Cedar Lake
CEL_TR01

CEL061 1 Primary Over-Voltage - 
min

1.504 Reverse Power Flow - max 9199
6675

2,025
1450 Y LTC Radial 17.166 84.72 0 0

Cedar Lake
CEL_TR01

CEL062 0.9 Thermal for Gen - min 1.624 Reverse Power Flow - max 9199
6675

2,089
1495 Y LTC Radial 17.166 84.72 0 0

Cedar Lake
CEL_TR01

CEL063 0.592 Reverse Power Flow - 
min

0.592 Reverse Power Flow - max 9199
6675

765
708 Y LTC Radial 17.166 84.72 0 0

Cedar Lake
CEL_TR01

CEL064 0.9 Thermal for Gen - min 1.528 Reverse Power Flow - max 9199
6675

2,041
1484 Y LTC Radial 17.166 84.72 17.166 84.72

Cedar Lake
CEL_TR01

CEL066 0.9 Thermal for Gen - min 1.016 Reverse Power Flow - max 9199
6675

1,392
1141 Y LTC Radial 17.166 84.72 0 0

Cedar Lake
CEL_TR02

CEL071 1.2 Thermal for Gen - min 1.976 Reverse Power Flow - max 5072
4377

2,647
2367 Y LTC Radial 69 3.747 0 0

Cedar Lake
CEL_TR02

CEL072 0.9 Thermal for Gen - min 0.992 Reverse Power Flow - max 5072
4377

1,499
1361 Y LTC Radial 69 3.747 35 3.747

Cedar Lake
CEL_TR02

CEL075 0.696 Reverse Power Flow - 
min

0.696 Reverse Power Flow - max 5072
4377

1,087
823 Y LTC Radial 69 3.747 34 0

Cedarvale
CDV_TR01

CDV061 0.9 Thermal for Gen - min 1.168 Reverse Power Flow - max 3358
3003

870
870.4 N Regulator Radial 0 0 0 0

Cedarvale
CDV_TR01

CDV062 0.688 Reverse Power Flow - 
min

0.688 Reverse Power Flow - max 3358
3003

913
912.6 N Regulator Radial 0 0 0 0

Cedarvale
CDV_TR01

CDV063 0.672 Reverse Power Flow - 
min

0.672 Reverse Power Flow - max 3358
3003

889
888.8 N Regulator Radial 0 0 0 0

Cedarvale
CDV_TR02

CDV071 0.7 Thermal for Gen - min 0.904 Reverse Power Flow - max 7857
6882

1,818
1817.6 N Regulator Radial 769.999 0 750 0

Cedarvale
CDV_TR02

CDV072 0.5 Thermal for Gen - min 1.528 Reverse Power Flow - max 7857
6882

1,943
1943.4 N Regulator Radial 769.999 0 19.999 0

Chemolite
CHE_TR01

CHE063 0.1 Thermal for Gen - min 0.968 Reverse Power Flow - max 6952
6008

2,220
1924 Y LTC Radial 750 6.147 750 2.4

Chemolite
CHE_TR01

CHE064 0.5 Thermal for Gen - min 1.24 Reverse Power Flow - max 6952
6008

1,924
1530 Y LTC Radial 750 6.147 0 3.747

Chemolite
CHE_TR02

CHE075 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

6646
6646

1,631
1631 Y LTC Radial 4913.665 16.02 4884.93 8.41

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Chemolite
CHE_TR02

CHE076 0.5 Primary Over-Voltage - 
min

1.368 Reverse Power Flow - max 6646
6646

2,202
1612 Y LTC Radial 4913.665 16.02 28.735 7.61

Chisago County

CHI_TR02

CHI311 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2190

2190

2,190

2190 Y LTC Radial 23545.085 24176.696 23545.085 24176.696

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades. Feeder has 
Voltage Supervisory Reclosing 
(VSR) at the substation

Clara City
CLC_TR01

CLC022 0 Thermal for Gen - min 0 Reverse Power Flow - max 633
633

632
631.8 N LTC Radial 1000 1990 1000 1990

Clara City
CLC_TR02

CLC221 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1324
1324

1,281
1281 N Regulator Radial 3091.2 4012 3091.2 4012

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Clarks Grove
CKG_TR01

CKG041 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

421
421

422
422 N Regulator Radial 327.3 2000 327.3 2000

Cokato
COK_TR01

COK061 0.1 Primary Over-Voltage - 
min

0.67 Breaker Relay Reduction 
of Reach - max

1306
1306

1,306
1305.8 N LTC Radial 1007 7000 1007 7000

Coon Creek
CNC_TR01

CNC061 1.7 Primary Over-Voltage - 
min

2.384 Reverse Power Flow - max 6327
6027

3,035
3026 Y LTC Radial 0 477.886 0 0

Coon Creek
CNC_TR01

CNC062 1.1 Primary Over-Voltage - 
min

1.472 Reverse Power Flow - max 6327
6027

1,857
1492 Y LTC Radial 0 477.886 0 439.898

Coon Creek
CNC_TR01

CNC063 0.9 Thermal for Gen - min 2.32 Reverse Power Flow - max 6327
6027

2,909
2550 Y LTC Radial 0 477.886 0 37.988

Coon Creek
CNC_TR02

CNC071 0.9 Thermal for Gen - min 2.384 Reverse Power Flow - max 8440
7327

2,968
2581 Y LTC Radial 53.97 600 35 0

Coon Creek
CNC_TR02

CNC072 1.4 Primary Over-Voltage - 
min

2.808 Reverse Power Flow - max 8440
7327

3,522
3256 Y LTC Radial 53.97 600 8.64 0

Coon Creek
CNC_TR02

CNC073 0.9 Primary Over-Voltage - 
min

1.272 Reverse Power Flow - max 8440
7327

1,573
1395 Y LTC Radial 53.97 600 10.33 600

Cottage Grove

CGR_TR01

CGR061 0.5 Thermal for Gen - min 1.2 Reverse Power Flow - max 15106

13179

2,918

2918 Y LTC Radial 15073.314 35.09 1028.794 29

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades. Feeder has 
Voltage Supervisory Reclosing 
(VSR) at the substation

Cottage Grove

CGR_TR01

CGR062 0.9 Thermal for Gen - min 2.312 Reverse Power Flow - max 15106

13179

4,501

3912 Y LTC Radial 15073.314 35.09 7.616 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Cottage Grove

CGR_TR01

CGR063 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

15106

13179

1,801

1571 Y LTC Radial 15073.314 35.09 14029.984 6.09

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades. Feeder has 
Voltage Supervisory Reclosing 
(VSR) at the substation

Cottage Grove
CGR_TR01

CGR064 0.9 Thermal for Gen - min 1.824 Reverse Power Flow - max 15106
13179

2,729
2138 Y LTC Radial 15073.314 35.09 6.92 0

Cottage Grove

CGR_TR02

CGR071 0.88 Reverse Power Flow - 
min

0.88 Reverse Power Flow - max 6805

6805

906

900 Y LTC Radial 26.385 28.944 17.09 9.994

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Cottage Grove

CGR_TR02

CGR072 0.9 Thermal for Gen - min 1.904 Reverse Power Flow - max 6805

6805

2,518

2508 Y LTC Radial 26.385 28.944 9.12 18.95

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Cottage Grove

CGR_TR02

CGR073 2.368 Reverse Power Flow - 
min

2.368 Reverse Power Flow - max 6805

6805

3,202

2154 Y LTC Radial 26.385 28.944 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Cottage Grove

CGR_TR02

CGR074 0.9 Thermal for Gen - min 1.056 Reverse Power Flow - max 6805

6805

1,628

1315 Y LTC Radial 26.385 28.944 0.175 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Credit River
CTR_TR01

CTR021 0.8 Thermal for Gen - min 1.336 Reverse Power Flow - max 2558
1997

1,811
1556 Y LTC Radial 0 7.616 0 7.616

Credit River
CTR_TR01

CTR022 0.776 Reverse Power Flow - 
min

0.776 Reverse Power Flow - max 2558
1997

1,000
688 Y LTC Radial 0 7.616 0 0

Credit River
CTR_TR02

CTR031 0.8 Primary Over-Voltage - 
min

1.9 Breaker Relay Reduction 
of Reach - max

3229
2502

3,229
2502 Y Regulator Radial 43.876 0 43.876 0

Crooked Lake
CRL_TR01

CRL027 0.8 Thermal for Gen - min 2.576 Reverse Power Flow - max 12404
10032

3,314
2088 Y LTC Radial 0 0 0 0

Crooked Lake
CRL_TR02

CRL031 0.5 Thermal for Gen - min 0.864 Reverse Power Flow - max 4838
3712

1,315
1005 Y LTC Radial 15.137 10.799 11.39 0

Crooked Lake
CRL_TR02

CRL033 1.3 Thermal for Gen - min 1.472 Reverse Power Flow - max 4838
3712

1,931
1616 Y LTC Radial 15.137 10.799 3.747 10.799

Crooked Lake
CRL_TR01

CRL065 1.16 Reverse Power Flow - 
min

1.16 Reverse Power Flow - max 12404
10032

1,204
921 Y LTC Radial 0 0 0 0

Crossroads
XRD_TR01

XRD061 1.44 Reverse Power Flow - 
min

1.44 Reverse Power Flow - max 6835
5345

2,163
1720 Y LTC Radial 39.3 41.748 33.3 0

Crossroads
XRD_TR01

XRD062 1 Thermal for Gen - min 1.432 Reverse Power Flow - max 6835
5345

2,088
1616 Y LTC Radial 39.3 41.748 6 12.728

Crossroads
XRD_TR01

XRD063 0.9 Thermal for Gen - min 1.776 Reverse Power Flow - max 6835
5345

2,319
1879 Y LTC Radial 39.3 41.748 0 29.02

Crossroads
XRD_TR02

XRD075 0.6 Reverse Power Flow - 
min

0.6 Reverse Power Flow - max 6629
5036

860
860 Y LTC Radial 5.51 31.48 0 0

Crossroads
XRD_TR02

XRD076 0.2 Thermal for Gen - min 0.69 Breaker Relay Reduction 
of Reach - max

6629
5036

2,602
2184 Y LTC Radial 5.51 31.48 5.51 26.48

Crossroads
XRD_TR02

XRD077 0.9 Thermal for Gen - min 1.672 Reverse Power Flow - max 6629
5036

2,280
1300 Y LTC Radial 5.51 31.48 0 5

Crystal Foods
CRF_TR01

CRF061 0.4 Reverse Power Flow - 
min

0.4 Reverse Power Flow - max 1750
1750

522
200 Y Regulator Radial 0 0 0 0

Crystal Foods
CRF_TR01

CRF062 0.2 Thermal for Gen - min 0.808 Reverse Power Flow - max 1750
1750

1,260
1260 Y Regulator Radial 0 0 0 0

Dahlgren
DHL_TR01

DHL061 0.3 Thermal for Gen - min 0.976 Reverse Power Flow - max 1404
1105

1,404
1105 Y Regulator Radial 5 0 5 0

Danube
DAN_TR01

DAN021 0.1 Primary Over-Voltage - 
min

0.176 Reverse Power Flow - max 224
200

224
200 Y Regulator Radial 0 3000 0 3000

Dassel
DAS_TR01

DAS061 0.1 Primary Over-Voltage - 
min

0.592 Reverse Power Flow - max 753
753

750
749.6 N Regulator Radial 2036 0 2036 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Dayton's Bluff
DBL_TR01

DBL060 0.3 Thermal for Gen - min 0.76 Reverse Power Flow - max 14115
12099

2,214
1910 Y LTC Radial 590.88 51.666 0 0

Dayton's Bluff
DBL_TR01

DBL061 0.5 Thermal for Gen - min 3.08 Reverse Power Flow - max 14115
12099

2,608
2402 Y LTC Radial 590.88 51.666 0 0

Dayton's Bluff
DBL_TR01

DBL062 0.9 Thermal for Gen - min 3.712 Reverse Power Flow - max 14115
12099

806
707 Y LTC Radial 590.88 51.666 0 0

Dayton's Bluff
DBL_TR01

DBL063 0.6 Thermal for Gen - min 0.8 Reverse Power Flow - max 14115
12099

1,844
1649 Y LTC Radial 590.88 51.666 23.51 5

Dayton's Bluff
DBL_TR01

DBL064 0.9 Thermal for Gen - min 3.896 Reverse Power Flow - max 14115
12099

292
292 Y LTC Radial 590.88 51.666 540 0

Dayton's Bluff
DBL_TR01

DBL065 0.528 Reverse Power Flow - 
min

0.528 Reverse Power Flow - max 14115
12099

2,256
1897 Y LTC Radial 590.88 51.666 5.76 16.931

Dayton's Bluff
DBL_TR01

DBL066 0.2 Thermal for Gen - min 1.104 Reverse Power Flow - max 14115
12099

707
707 Y LTC Radial 590.88 51.666 4 0
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Dayton's Bluff
DBL_TR01

DBL067 0.5 Thermal for Gen - min 1.464 Reverse Power Flow - max 14115
12099

2,707
2419 Y LTC Radial 590.88 51.666 0 0

Dayton's Bluff
DBL_TR01

DBL068 0.6 Primary Over-Voltage - 
min

0.808 Reverse Power Flow - max 14115
12099

2,335
1910 Y LTC Radial 590.88 51.666 17.61 29.735

Dayton's Bluff
DBL_TR01

DBL069 0.6 Thermal for Gen - min 1 Reverse Power Flow - max 14115
12099

3,306
3015 Y LTC Radial 590.88 51.666 0 0

Dayton's Bluff
DBL_TR02

DBL072 1.1 Thermal for Gen - min 3.448 Reverse Power Flow - max 13825
11809

143
143 Y LTC Radial 96.488 1023.717 0 0

Dayton's Bluff
DBL_TR02

DBL073 0.496 Reverse Power Flow - 
min

0.496 Reverse Power Flow - max 13825
11809

1,942
1628 Y LTC Radial 96.488 1023.717 14 1009.837

Dayton's Bluff
DBL_TR02

DBL074 0.888 Reverse Power Flow - 
min

0.888 Reverse Power Flow - max 13825
11809

2,044
1916 Y LTC Radial 96.488 1023.717 82.488 13.88

Dayton's Bluff
DBL_TR03

DBL081 0.456 Reverse Power Flow - 
min

0.456 Reverse Power Flow - max 13188
11450

1,676
1315 Y LTC Radial 0 112.572 0 0

Dayton's Bluff
DBL_TR03

DBL082 0.968 Reverse Power Flow - 
min

0.968 Reverse Power Flow - max 13188
11450

483
459 Y LTC Radial 0 112.572 0 112.572

Deephaven
DPN_TR01

DPN061 0.632 Reverse Power Flow - 
min

0.632 Reverse Power Flow - max 7012
5043

845
657 Y LTC Radial 5022.8 757.2 0 7.2

Deephaven
DPN_TR01

DPN062 0.9 Thermal for Gen - min 1.224 Reverse Power Flow - max 7012
5043

1,625
960 Y LTC Radial 5022.8 757.2 22.8 750

Deephaven
DPN_TR01

DPN063 0.9 Thermal for Gen - min 1.688 Reverse Power Flow - max 7012
5043

2,204
1627 Y LTC Radial 5022.8 757.2 5000 0

Deephaven
DPN_TR02

DPN071 0.5 Primary Over-Voltage - 
min

1.12 Reverse Power Flow - max 6749
5182

1,451
1128 Y LTC Radial 51.181 46.991 26.461 17.39

Deephaven
DPN_TR02

DPN072 0.76 Reverse Power Flow - 
min

0.76 Reverse Power Flow - max 6749
5182

958
958 Y LTC Radial 51.181 46.991 20.42 13.607

Deephaven
DPN_TR02

DPN073 0.9 Thermal for Gen - min 1.984 Reverse Power Flow - max 6749
5182

2,622
2147 Y LTC Radial 51.181 46.991 4.3 15.994

Delano
DLO_TR01

DLO021 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 60
60

60
59.8 N Regulator Radial 0 0 0 0

Dodge Center
DOC_TR02

DOC021 0.3 Thermal for Gen - min 1.6 Reverse Power Flow - max 2125
2125

2,125
2125 Y Regulator Radial 30.41 0 30.41 0

Dodge Center
DOC_TR03

DOC031 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1508
1508

1,508
1508 Y LTC Radial 13044.73 34.248 13044.73 34.248

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Dodge Center
DOC_TR01

DOC211 0.1 Primary Over-Voltage - 
min

0.75 Breaker Relay Reduction 
of Reach - max

2154
2029

2,154
2029 Y Regulator Radial 0 7995 0 7995

Douglas County
DGC_TR03

DGC061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1082
762

1,082
762 Y Regulator Radial 8009.48 504.195 8009.48 504.195

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Dundas
DND_TR01

DND061 0.5 Primary Over-Voltage - 
min

0.936 Reverse Power Flow - max 4143
3648

1,581
1208 Y Regulator Radial 7010.56 650.216 6 0

Dundas
DND_TR01

DND062 0.2 Thermal for Gen - min 0.864 Reverse Power Flow - max 4143
3648

1,104
1103.8 N Regulator Radial 7010.56 650.216 7004.56 650.216

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Dundas
DND_TR02

DND071 0.2 Thermal for Gen - min 1.688 Reverse Power Flow - max 4847
4274

2,419
1942 Y Regulator Radial 10.016 5053.799 10.016 5029.02

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Dundas
DND_TR02

DND072 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4847
4274

1,628
1628.2 N Regulator Radial 10.016 5053.799 0 24.779

Eagle Lake
EGL_TR01

EGL021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1122
1122

641
641 N Regulator Radial 6245.51 400 6245.51 400

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Eagle Lake
EGL_TR01

EGL022 0.3 Thermal for Gen - min 0.52 Reverse Power Flow - max 1122
1122

671
670.8 N Regulator Radial 6245.51 400 0 0

East Bloomington
EBL_TR01

EBL062 3.6 Reverse Power Flow - 
min

3.6 Reverse Power Flow - max 10171
8240

5,008
4925 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR01

EBL063 0.312 Reverse Power Flow - 
min

0.312 Reverse Power Flow - max 10171
8240

0
0 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR01

EBL064 0.392 Reverse Power Flow - 
min

0.392 Reverse Power Flow - max 10171
8240

540
540 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR01

EBL065 1.208 Reverse Power Flow - 
min

1.208 Reverse Power Flow - max 10171
8240

1,600
700 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR01

EBL066 0.584 Reverse Power Flow - 
min

0.584 Reverse Power Flow - max 10171
8240

721
632 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR01

EBL067 0.944 Reverse Power Flow - 
min

0.944 Reverse Power Flow - max 10171
8240

1,204
671 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL071 0.2 Thermal for Gen - min 1.504 Reverse Power Flow - max 14159
12021

2,010
1910 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL072 1.1 Thermal for Gen - min 1.232 Reverse Power Flow - max 14159
12021

1,581
1389 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL073 0.904 Reverse Power Flow - 
min

0.904 Reverse Power Flow - max 14159
12021

1,204
1131 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL074 2.672 Reverse Power Flow - 
min

2.672 Reverse Power Flow - max 14159
12021

3,454
3337 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL075 1.224 Reverse Power Flow - 
min

1.224 Reverse Power Flow - max 14159
12021

1,581
825 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL076 0.472 Reverse Power Flow - 
min

0.472 Reverse Power Flow - max 14159
12021

609
609 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR02

EBL077 1.528 Reverse Power Flow - 
min

1.528 Reverse Power Flow - max 14159
12021

2,022
700 Y LTC Radial 0 0 0 0

East Bloomington
EBL_TR03

EBL081 1.1 Primary Over-Voltage - 
min

1.296 Reverse Power Flow - max 11227
8820

1,649
1432 Y LTC Radial 6.96 12.009 0 0

East Bloomington
EBL_TR03

EBL082 0.6 Primary Over-Voltage - 
min

1.208 Reverse Power Flow - max 11227
8820

1,603
1603 Y LTC Radial 6.96 12.009 0 0

East Bloomington
EBL_TR03

EBL083 0.992 Reverse Power Flow - 
min

0.992 Reverse Power Flow - max 11227
8820

1,300
1278 Y LTC Radial 6.96 12.009 0 0

East Bloomington
EBL_TR03

EBL084 0.6 Primary Over-Voltage - 
min

1.352 Reverse Power Flow - max 11227
8820

1,803
1513 Y LTC Radial 6.96 12.009 6.96 12.009

East Bloomington
EBL_TR03

EBL085 1.48 Reverse Power Flow - 
min

1.48 Reverse Power Flow - max 11227
8820

2,002
800 Y LTC Radial 6.96 12.009 0 0

East Bloomington
EBL_TR03

EBL087 1.152 Reverse Power Flow - 
min

1.152 Reverse Power Flow - max 11227
8820

1,523
943 Y LTC Radial 6.96 12.009 0 0

East Winona
EWI_TR01

EWI022 0.4 Thermal for Gen - min 1.44 Reverse Power Flow - max 1879
1879

1,838
1837.6 N LTC Radial 5 0 5 0

Eastwood
ESW_TR01

ESW061 0.3 Thermal for Gen - min 2.288 Reverse Power Flow - max 8579
7248

3,239
2880 Y LTC Radial 15.42 19.86 0 19.86

Eastwood
ESW_TR01

ESW062 0.4 Thermal for Gen - min 3.056 Reverse Power Flow - max 8579
7248

4,219
3543 Y LTC Radial 15.42 19.86 15.42 0

Eastwood
ESW_TR01

ESW063 0.544 Reverse Power Flow - 
min

0.544 Reverse Power Flow - max 8579
7248

1,036
990 Y LTC Radial 15.42 19.86 0 0

Eastwood
ESW_TR02

ESW071 0.9 Thermal for Gen - min 1.056 Reverse Power Flow - max 3907
3907

1,646
1198 Y LTC Radial 5500 150.216 0 0

Eastwood
ESW_TR02

ESW072 0.9 Thermal for Gen - min 1.4 Reverse Power Flow - max 3907
3907

1,825
1825 Y LTC Radial 5500 150.216 0 150.216

Eastwood
ESW_TR02

ESW073 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

3907
3907

804
783 Y LTC Radial 5500 150.216 5500 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Eastwood
ESW_TR03

ESW081 0.9 Thermal for Gen - min 1.136 Reverse Power Flow - max 5109
3700

1,500
1100 Y LTC Radial 79.2 20.464 5 20.464

Eastwood
ESW_TR03

ESW082 1.1 Thermal for Gen - min 2.296 Reverse Power Flow - max 5109
3700

2,927
2402 Y LTC Radial 79.2 20.464 74.2 0

Eden Prarie
EDP_TR01

EDP062 1.2 Primary Over-Voltage - 
min

1.968 Reverse Power Flow - max 10604
8001

2,790
2400 Y LTC Radial 65 0 0 0

Eden Prarie
EDP_TR01

EDP063 1.04 Reverse Power Flow - 
min

1.04 Reverse Power Flow - max 10604
8001

1,400
1400 Y LTC Radial 65 0 0 0

Eden Prarie
EDP_TR01

EDP071 0.6 Primary Over-Voltage - 
min

0.704 Reverse Power Flow - max 10604
8001

1,000
900 Y LTC Radial 65 0 0 0

Eden Prarie
EDP_TR01

EDP072 0.712 Reverse Power Flow - 
min

0.712 Reverse Power Flow - max 10604
8001

920
810 Y LTC Radial 65 0 20 0

Eden Prarie
EDP_TR01

EDP073 1.4 Primary Over-Voltage - 
min

1.848 Reverse Power Flow - max 10604
8001

2,750
2200 Y LTC Radial 65 0 45 0

Eden Prarie
EDP_TR03

EDP081 0.112 Reverse Power Flow - 
min

0.112 Reverse Power Flow - max 6591
5842

167
167 Y LTC Radial 45.994 0 0 0

Eden Prarie
EDP_TR03

EDP082 1.04 Reverse Power Flow - 
min

1.04 Reverse Power Flow - max 6591
5842

1,517
1414 Y LTC Radial 45.994 0 45.994 0

Eden Prarie
EDP_TR03

EDP083 1.5 Thermal for Gen - min 1.568 Reverse Power Flow - max 6591
5842

1,992
1897 Y LTC Radial 45.994 0 0 0

Eden Prarie
EDP_TR03

EDP084 0.424 Reverse Power Flow - 
min

0.424 Reverse Power Flow - max 6591
5842

590
446 Y LTC Radial 45.994 0 0 0

Eden Prarie
EDP_TR03

EDP085 1.256 Reverse Power Flow - 
min

1.256 Reverse Power Flow - max 6591
5842

1,803
1360 Y LTC Radial 45.994 0 0 0

Eden Prarie
EDP_TR04

EDP091 0.6 Primary Over-Voltage - 
min

0.8 Reverse Power Flow - max 10604
7803

1,100
800 Y LTC Radial 0 0 0 0

Eden Prarie
EDP_TR04

EDP092 1 Primary Over-Voltage - 
min

1.384 Reverse Power Flow - max 10604
7803

1,749
1664 Y LTC Radial 0 0 0 0

Eden Prarie
EDP_TR04

EDP093 1.5 Primary Over-Voltage - 
min

1.592 Reverse Power Flow - max 10604
7803

2,247
1432 Y LTC Radial 0 0 0 0

Eden Prarie
EDP_TR04

EDP094 1 Primary Over-Voltage - 
min

1.2 Reverse Power Flow - max 10604
7803

1,503
1433 Y LTC Radial 0 0 0 0

Eden Prarie
EDP_TR04

EDP095 1.192 Reverse Power Flow - 
min

1.192 Reverse Power Flow - max 10604
7803

1,503
1400 Y LTC Radial 0 0 0 0

Edina
EDA_TR01

EDA061 0.6 Primary Over-Voltage - 
min

0.904 Reverse Power Flow - max 18371
12773

1,414
1140 Y LTC Radial 85.351 445.113 64.985 0

Edina
EDA_TR01

EDA062 1.9 Primary Over-Voltage - 
min

2.624 Reverse Power Flow - max 18371
12773

3,306
2502 Y LTC Radial 85.351 445.113 0 0

Edina
EDA_TR01

EDA065 1.5 Thermal for Gen - min 2.016 Reverse Power Flow - max 18371
12773

2,789
2247 Y LTC Radial 85.351 445.113 5.22 13.7

Edina
EDA_TR01

EDA066 1.3 Primary Over-Voltage - 
min

1.624 Reverse Power Flow - max 18371
12773

2,102
1513 Y LTC Radial 85.351 445.113 0 400

Edina
EDA_TR01

EDA067 0.1 Thermal for Gen - min 0.49 Breaker Relay Reduction 
of Reach - max

18371
12773

3,027
1603 Y LTC Radial 85.351 445.113 15.146 31.413

Edina
EDA_TR01

EDA068 0.9 Thermal for Gen - min 1.384 Reverse Power Flow - max 18371
12773

1,838
1649 Y LTC Radial 85.351 445.113 0 0

Edina
EDA_TR01

EDA069 0.832 Reverse Power Flow - 
min

0.832 Reverse Power Flow - max 18371
12773

1,140
1140 Y LTC Radial 85.351 445.113 0 0

Edina
EDA_TR02

EDA071 0.9 Thermal for Gen - min 0.952 Reverse Power Flow - max 17944
13720

1,304
900 Y LTC Radial 112.024 590.999 23.144 333.747

Edina
EDA_TR02

EDA072 1.5 Thermal for Gen - min 1.56 Reverse Power Flow - max 17944
13720

2,377
2134 Y LTC Radial 112.024 590.999 5.8 0

Edina
EDA_TR02

EDA073 0.6 Thermal for Gen - min 1.256 Reverse Power Flow - max 17944
13720

1,924
1924 Y LTC Radial 112.024 590.999 36.32 20.666

Edina
EDA_TR02

EDA074 1 Thermal for Gen - min 1.304 Reverse Power Flow - max 17944
13720

1,860
1628 Y LTC Radial 112.024 590.999 9.994 18.35

Edina
EDA_TR02

EDA075 1.1 Primary Over-Voltage - 
min

1.896 Reverse Power Flow - max 17944
13720

2,502
1803 Y LTC Radial 112.024 590.999 19.21 15.736

Edina
EDA_TR02

EDA076 0.344 Reverse Power Flow - 
min

0.344 Reverse Power Flow - max 17944
13720

510
401 Y LTC Radial 112.024 590.999 0 0

Edina
EDA_TR02

EDA077 0.888 Reverse Power Flow - 
min

0.888 Reverse Power Flow - max 17944
13720

1,204
958 Y LTC Radial 112.024 590.999 0 36

Edina
EDA_TR02

EDA078 1 Thermal for Gen - min 1.216 Reverse Power Flow - max 17944
13720

1,551
1514 Y LTC Radial 112.024 590.999 0 166.5

Edina
EDA_TR02

EDA079 1.8 Primary Over-Voltage - 
min

1.832 Reverse Power Flow - max 17944
13720

2,532
1612 Y LTC Radial 112.024 590.999 17.556 0

Edina
EDA_TR03

EDA081 0.5 Thermal for Gen - min 1.448 Reverse Power Flow - max 12101
12101

2,002
2002 Y LTC Radial 563 24.179 0 0

Edina
EDA_TR03

EDA082 1.1 Thermal for Gen - min 1.28 Reverse Power Flow - max 12101
12101

1,712
1712 Y LTC Radial 563 24.179 0 0

Edina
EDA_TR03

EDA083 1.04 Reverse Power Flow - 
min

1.04 Reverse Power Flow - max 12101
12101

1,360
1360 Y LTC Radial 563 24.179 0 0

Edina
EDA_TR03

EDA084 1 Thermal for Gen - min 1.384 Reverse Power Flow - max 12101
12101

1,775
1503 Y LTC Radial 563 24.179 27 16.507

Edina
EDA_TR03

EDA085 0.392 Reverse Power Flow - 
min

0.392 Reverse Power Flow - max 12101
12101

510
447 Y LTC Radial 563 24.179 527 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Edina
EDA_TR03

EDA087 0.9 Thermal for Gen - min 1.232 Reverse Power Flow - max 12101
12101

1,726
1726 Y LTC Radial 563 24.179 9 0

Edina
EDA_TR03

EDA088 0.92 Reverse Power Flow - 
min

0.92 Reverse Power Flow - max 12101
12101

1,304
1118 Y LTC Radial 563 24.179 0 0

Edina
EDA_TR03

EDA089 0.6 Primary Over-Voltage - 
min

1.28 Reverse Power Flow - max 12101
12101

1,745
1456 Y LTC Radial 563 24.179 0 7.672

Elko

EKO_TR01

EKO021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

0

0

1,039

816 Y Regulator Radial 862.998 0 862.998 0

Substation owned by Foreign 
Utility. Contractual obligations 
may reduce capacity and increase 
interconnection timelines

Elliott Park
ELP_TR01

ELP061 1.5 Thermal for Gen - min 2.08 Reverse Power Flow - max 14560
12032

2,742
2220 Y LTC Radial 20 180.35 0 0

Elliott Park
ELP_TR01

ELP062 0.5 Thermal for Gen - min 2.488 Reverse Power Flow - max 14560
12032

3,725
3327 Y LTC Radial 20 180.35 20 180.35

Elliott Park
ELP_TR01

ELP063 0.9 Thermal for Gen - min 2.232 Reverse Power Flow - max 14560
12032

2,984
2539 Y LTC Radial 20 180.35 0 0

Elliott Park
ELP_TR01

ELP064 0.816 Reverse Power Flow - 
min

0.816 Reverse Power Flow - max 14560
12032

2,202
1853 Y LTC Radial 20 180.35 0 0

Elliott Park
ELP_TR02

ELP071 0.968 Reverse Power Flow - 
min

0.968 Reverse Power Flow - max 14285
11701

1,943
1498 Y LTC Radial 0 74.36 0 0
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Elliott Park
ELP_TR02

ELP072 1 Reverse Power Flow - 
min

1 Reverse Power Flow - max 14285
11701

1,372
1297 Y LTC Radial 0 74.36 0 0

Elliott Park
ELP_TR02

ELP073 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 14285
11701

660
660 Y LTC Radial 0 74.36 0 0

Elliott Park
ELP_TR02

ELP074 1.248 Reverse Power Flow - 
min

1.248 Reverse Power Flow - max 14285
11701

1,649
1523 Y LTC Radial 0 74.36 0 0

Elliott Park
ELP_TR02

ELP075 0.9 Thermal for Gen - min 1.336 Reverse Power Flow - max 14285
11701

741
725 Y LTC Radial 0 74.36 0 74.36

Elliott Park
ELP_TR03

ELP081 1.2 Thermal for Gen - min 2.248 Reverse Power Flow - max 14444
12020

2,851
1937 Y LTC Radial 10 8039.976 0 8000

Elliott Park
ELP_TR03

ELP082 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

14444
12020

3,503
3183 Y LTC Radial 10 8039.976 10 0

Elliott Park
ELP_TR03

ELP083 0.92 Reverse Power Flow - 
min

0.92 Reverse Power Flow - max 14444
12020

659
622 Y LTC Radial 10 8039.976 0 0

Elliott Park
ELP_TR03

ELP084 0.9 Thermal for Gen - min 3.56 Reverse Power Flow - max 14444
12020

4,915
4738 Y LTC Radial 10 8039.976 0 39.976

Elliott Park
ELP_TR03

ELP085 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

14444
12020

0
0 N LTC Radial 10 8039.976 0 0

Elliott Park
ELP_TR03

ELP086 1.8 Primary Over-Voltage - 
min

1.856 Reverse Power Flow - max 14444
12020

4,660
3804 Y LTC Radial 10 8039.976 0 0

Elm Creek
ECK_TR01

ECK061 0.704 Reverse Power Flow - 
min

0.704 Reverse Power Flow - max 7411
5201

1,903
1503 Y LTC Radial 34.235 78.924 0 2.9

Elm Creek
ECK_TR01

ECK062 0.5 Primary Over-Voltage - 
min

1.496 Reverse Power Flow - max 7411
5201

1,910
1304 Y LTC Radial 34.235 78.924 13.741 16.03

Elm Creek
ECK_TR01

ECK063 0.7 Primary Over-Voltage - 
min

0.704 Reverse Power Flow - max 7411
5201

3,214
2209 Y LTC Radial 34.235 78.924 20.494 59.994

Elm Creek
ECK_TR03

ECK081 0.504 Reverse Power Flow - 
min

0.504 Reverse Power Flow - max 2729
1803

985
806 Y LTC Radial 80.518 9.074 35 0

Elm Creek
ECK_TR03

ECK082 0.8 Primary Over-Voltage - 
min

1 Reverse Power Flow - max 2729
1803

1,304
1005 Y LTC Radial 80.518 9.074 45.518 9.074

Elm Creek
ECK_TR02

ECK321 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 11527
9616

3,490
2675 Y LTC Radial 333.088 45.461 88.088 18.201

Elm Creek
ECK_TR02

ECK322 0.5 Primary Over-Voltage - 
min

2.776 Reverse Power Flow - max 11527
9616

2,814
2218 Y LTC Radial 333.088 45.461 245 27.26

Essig
ESG_TR01

ESG001 0.04 Reverse Power Flow - 
min

0.04 Reverse Power Flow - max 54
54

63
62.8 N Regulator Radial 0 0 0 0

Excelsior
EXC_TR01

EXC061 0.8 Primary Over-Voltage - 
min

0.912 Reverse Power Flow - max 2555
2555

1,200
1200 N Regulator Radial 21.6 28.554 0 18.56

Excelsior
EXC_TR01

EXC062 0.5 Thermal for Gen - min 1.128 Reverse Power Flow - max 2555
2555

1,425
1425 N Regulator Radial 21.6 28.554 21.6 9.994

Fair Park
FAP_TR01

FAP061 0 Thermal for Gen - min 0 Breaker Relay Reduction 
of Reach - max

2663
2316

2,663
2316 Y LTC Radial 5520.71 22.78 5520.71 22.78

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Fair Park
FAP_TR01

FAP062 0.3 Thermal for Gen - min 1.184 Reverse Power Flow - max 2663
2316

1,504
1504 N LTC Radial 5520.71 22.78 0 0

Fair Park
FAP_TR02

FAP071 0.3 Thermal for Gen - min 2.096 Reverse Power Flow - max 2843
2558

2,843
2558 Y Regulator Radial 14 19.14 14 19.14

Faribault
FAB_TR02

FAB061 0.5 Thermal for Gen - min 1.256 Reverse Power Flow - max 4800
3601

1,879
1565 Y LTC Radial 2990.88 3009.28 0 0

Faribault
FAB_TR02

FAB063 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4800
3601

2,864
2088 Y LTC Radial 2990.88 3009.28 2990.88 3009.28

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Faribault
FAB_TR01

FAB071 0.2 Thermal for Gen - min 1.496 Reverse Power Flow - max 3646
2915

2,062
1726 Y Regulator Radial 17.69 2.64 0 2.64

Faribault
FAB_TR01

FAB073 0.3 Thermal for Gen - min 1.136 Reverse Power Flow - max 3646
2915

1,584
1300 Y Regulator Radial 17.69 2.64 17.69 0

Farmington
FRM_TR01

FRM061 0.496 Reverse Power Flow - 
min

0.496 Reverse Power Flow - max 1084
855

640
640 Y LTC Radial 10746.4 0 740.4 0

Farmington
FRM_TR01

FRM062 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1084
855

447
214 Y LTC Radial 10746.4 0 10006 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Farmington
FRM_TR02

FRM071 0 Breaker Relay Reduction 
of Reach - min

0 Breaker Relay Reduction 
of Reach - max

1360
1360

1,360
1360 Y LTC Radial 5000 27.472 5000 27.472

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Fiesta City
FIC_TR01

FIC021 0.1 Primary Over-Voltage - 
min

1.14 Breaker Relay Reduction 
of Reach - max

1837
1515

1,258
1145 Y LTC Radial 4000 3860.6 4000 110.6

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Fiesta City
FIC_TR01

FIC022 0.6 Thermal for Gen - min 0.92 Reverse Power Flow - max 1837
1515

1,300
1300 Y LTC Radial 4000 3860.6 0 3750

Fiesta City
FIC_TR02

FIC031 0.1 Primary Over-Voltage - 
min

0.856 Reverse Power Flow - max 1100
1100

1,100
1100 Y LTC Radial 0 11.377 0 11.377

Fifth Street
FST_TR01

FST067 0.544 Reverse Power Flow - 
min

0.544 Reverse Power Flow - max 11171
9805

720
665 Y LTC Radial 0 0 0 0

Fifth Street
FST_TR01

FST068 0.928 Reverse Power Flow - 
min

0.928 Reverse Power Flow - max 11171
9805

1,228
1031 Y LTC Radial 0 0 0 0

Fifth Street
FST_TR02

FST077 0.4 Reverse Power Flow - 
min

0.4 Reverse Power Flow - max 11626
10102

525
478 Y LTC Radial 0 0 0 0

Fifth Street
FST_TR02

FST078 1.344 Reverse Power Flow - 
min

1.344 Reverse Power Flow - max 11626
10102

1,726
1334 Y LTC Radial 0 0 0 0

Fifth Street
FST_TR03

FST085 0.336 Reverse Power Flow - 
min

0.336 Reverse Power Flow - max 11910
10218

445
421 Y LTC Radial 0 0 0 0

Fifth Street
FST_TR03

FST086 0.584 Reverse Power Flow - 
min

0.584 Reverse Power Flow - max 11910
10218

768
712 Y LTC Radial 0 0 0 0

Fifth Street
FST_TR04

FST087 0.368 Reverse Power Flow - 
min

0.368 Reverse Power Flow - max 11526
10070

561
536 Y LTC Radial 0 68.4 0 68.4

Fifth Street
FST_TR04

FST088 0.224 Reverse Power Flow - 
min

0.224 Reverse Power Flow - max 11526
10070

333
333 Y LTC Radial 0 68.4 0 0

First Lake
FSL_TR01

FSL311 0.1 Primary Over-Voltage - 
min

0.54 Breaker Relay Reduction 
of Reach - max

13320
11389

6,003
4601 Y LTC Radial 11007.616 2209.894 11000 2009.994

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

First Lake
FSL_TR01

FSL312 0.2 Thermal for Gen - min 0.8 Breaker Relay Reduction 
of Reach - max

13320
11389

7,747
6531 Y LTC Radial 11007.616 2209.894 7.616 199.9

Franklin
FRA_TR07

FRA001 0.1 Primary Over-Voltage - 
min

0.136 Reverse Power Flow - max 248
248

242
242 N Regulator Radial 0 0 0 0

Franklin
FRA_TR04

FRA211 0.248 Reverse Power Flow - 
min

0.248 Reverse Power Flow - max 347
347

346
346.2 N Regulator Radial 0 0 0 0

Frontenac
FRO_TR01

FRO021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

563
563

653
652.8 N Regulator Radial 5020 9.994 5020 9.994

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Gaylord
GAY_TR01

GAY001 0.1 Primary Over-Voltage - 
min

0.176 Reverse Power Flow - max 749
749

262
262.2 N Regulator Radial 1000 4021.17 0 0

Gaylord
GAY_TR01

GAY002 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

749
749

487
487 N Regulator Radial 1000 4021.17 1000 4021.17

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Gaylord
GAY_TR01

GAY003 0.2 Primary Over-Voltage - 
min

0.208 Reverse Power Flow - max 749
749

314
314.2 N Regulator Radial 1000 4021.17 0 0

Gibbon
GIB_TR01

GIB021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

439
439

439
439.2 N Regulator Radial 3256 0 3256 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Gleason Lake
GSL_TR07

GSL061 0.496 Reverse Power Flow - 
min

0.496 Reverse Power Flow - max 5148
4100

1,020
707 Y LTC Radial 3.5 85.03 0 8.4

Gleason Lake
GSL_TR07

GSL064 0.5 Thermal for Gen - min 1.448 Reverse Power Flow - max 5148
4100

2,110
1603 Y LTC Radial 3.5 85.03 0 38.33

Gleason Lake
GSL_TR07

GSL065 0.4 Primary Over-Voltage - 
min

1.28 Breaker Relay Reduction 
of Reach - max

5148
4100

1,924
1612 Y LTC Radial 3.5 85.03 3.5 38.3

Gleason Lake
GSL_TR08

GSL074 0.5 Thermal for Gen - min 1.592 Reverse Power Flow - max 5743
5743

2,193
1924 Y LTC Radial 55.458 25.156 50.238 17.54

Gleason Lake
GSL_TR08

GSL075 0.9 Thermal for Gen - min 1.744 Reverse Power Flow - max 5743
5743

2,511
1942 Y LTC Radial 55.458 25.156 0 0

Gleason Lake
GSL_TR08

GSL076 1.1 Thermal for Gen - min 1.384 Reverse Power Flow - max 5743
5743

1,803
1414 Y LTC Radial 55.458 25.156 0 7.616

Gleason Lake
GSL_TR08

GSL079 0.88 Reverse Power Flow - 
min

0.88 Reverse Power Flow - max 5743
5743

1,334
1204 Y LTC Radial 55.458 25.156 5.22 0

Gleason Lake
GSL_TR04

GSL341 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

12170
7734

6,414
4699 Y LTC Radial 124.766 45.654 39.766 45.654

Gleason Lake
GSL_TR04

GSL342 1.5 Thermal for Gen - min 4.92 Breaker Relay Reduction 
of Reach - max

12170
7734

7,607
5146 Y LTC Radial 124.766 45.654 85 0

Glen Lake
GNL_TR01

GNL061 0.792 Reverse Power Flow - 
min

0.792 Reverse Power Flow - max 5314
3433

1,086
895 Y Regulator Radial 8.22 301.14 0 0

Glen Lake
GNL_TR01

GNL062 0.7 Primary Over-Voltage - 
min

1.328 Reverse Power Flow - max 5314
3433

1,861
1450 Y Regulator Radial 8.22 301.14 4.8 301.14

Glen Lake
GNL_TR01

GNL063 0.8 Primary Over-Voltage - 
min

1.12 Reverse Power Flow - max 5314
3433

1,642
1502 Y Regulator Radial 8.22 301.14 3.42 0

Glen Lake
GNL_TR02

GNL071 0.5 Thermal for Gen - min 1.304 Reverse Power Flow - max 4916
4559

1,728
1057 Y Regulator Radial 97.613 292.057 18.741 30.267

Glen Lake
GNL_TR02

GNL072 0.9 Primary Over-Voltage - 
min

1.84 Reverse Power Flow - max 4916
4559

2,536
1849 Y Regulator Radial 97.613 292.057 28.8 261.79

Glen Lake
GNL_TR02

GNL073 1.176 Reverse Power Flow - 
min

1.176 Reverse Power Flow - max 4916
4559

1,637
1492 Y Regulator Radial 97.613 292.057 50.072 0

Glenwood
GLD_TR01

GLD021 0.1 Primary Over-Voltage - 
min

0.4 Breaker Relay Reduction 
of Reach - max

2800
1992

2,800
1992 Y Regulator Radial 11000 4629.99 11000 4629.99

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Glenwood
GLD_TR02

GLD031 0.3 Primary Over-Voltage - 
min

0.768 Reverse Power Flow - max 1204
900

1,204
900 Y Regulator Radial 0 8.2 0 8.2

Goodview
GVW_TR01

GVW021 0.1 Thermal for Gen - min 1.248 Reverse Power Flow - max 6589
4989

1,612
1611.6 N LTC Radial 57.7 77.66 44.52 40.59

Goodview
GVW_TR01

GVW022 0.2 Thermal for Gen - min 1.512 Reverse Power Flow - max 6589
4989

1,943
1943 N LTC Radial 57.7 77.66 0 33.3

Goodview
GVW_TR01

GVW023 0.2 Thermal for Gen - min 1.424 Reverse Power Flow - max 6589
4989

1,854
1853.6 N LTC Radial 57.7 77.66 13.18 3.77

Goodview
GVW_TR02

GVW031 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

5382
4960

1,775
1774.6 N LTC Radial 5303.205 1007.5 5293.075 1007.5

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Goodview
GVW_TR02

GVW032 0.1 Thermal for Gen - min 1.5 Breaker Relay Reduction 
of Reach - max

5382
4960

1,990
1989.6 N LTC Radial 5303.205 1007.5 10.13 0

Goose Lake
GLK_TR01

GLK061 0.9 Thermal for Gen - min 2.136 Reverse Power Flow - max 11624
9173

2,830
2729 Y LTC Radial 159.683 18.184 35.3 9.994

Goose Lake
GLK_TR01

GLK062 0.9 Thermal for Gen - min 2.256 Reverse Power Flow - max 11624
9173

2,968
2743 Y LTC Radial 159.683 18.184 45.318 0

Goose Lake
GLK_TR01

GLK063 0.9 Thermal for Gen - min 1.296 Reverse Power Flow - max 11624
9173

1,868
1628 Y LTC Radial 159.683 18.184 16.32 5

Goose Lake
GLK_TR01

GLK064 0.9 Thermal for Gen - min 1.472 Reverse Power Flow - max 11624
9173

2,040
1552 Y LTC Radial 159.683 18.184 58.998 0

Goose Lake
GLK_TR01

GLK065 0.872 Reverse Power Flow - 
min

0.872 Reverse Power Flow - max 11624
9173

1,237
1020 Y LTC Radial 159.683 18.184 3.747 3.19

Goose Lake
GLK_TR02

GLK071 0.9 Thermal for Gen - min 2.096 Reverse Power Flow - max 10307
9872

2,751
2751 Y LTC Radial 86.582 249.051 22.67 15

Goose Lake
GLK_TR02

GLK072 0.9 Thermal for Gen - min 2.36 Reverse Power Flow - max 10307
9872

3,239
2717 Y LTC Radial 86.582 249.051 18.634 20.224

Goose Lake
GLK_TR02

GLK073 0.6 Thermal for Gen - min 1.52 Reverse Power Flow - max 10307
9872

2,062
1844 Y LTC Radial 86.582 249.051 39.998 213.827

Goose Lake
GLK_TR02

GLK074 0.3 Thermal for Gen - min 0.93 Breaker Relay Reduction 
of Reach - max

10307
9872

2,410
1810 Y LTC Radial 86.582 249.051 5.28 0

Gopher
GPH_TR01

GPH061 0.9 Thermal for Gen - min 1.56 Reverse Power Flow - max 6946
6184

2,207
1984 Y LTC Radial 18.81 14.108 0 14.108

Gopher
GPH_TR01

GPH062 0.9 Thermal for Gen - min 3.416 Reverse Power Flow - max 6946
6184

4,380
3859 Y LTC Radial 18.81 14.108 18.81 0

Gopher
GPH_TR01

GPH068 3.304 Reverse Power Flow - 
min

3.304 Reverse Power Flow - max 6946
6184

4,454
4087 Y LTC Radial 18.81 14.108 0 0

Gopher
GPH_TR01

GPH069 0.752 Reverse Power Flow - 
min

0.752 Reverse Power Flow - max 6946
6184

1,034
897 Y LTC Radial 18.81 14.108 0 0

Gopher
GPH_TR02

GPH073 0.9 Thermal for Gen - min 0.96 Reverse Power Flow - max 3333
2678

1,355
1206 Y LTC Radial 36 0 36 0

Gopher
GPH_TR02

GPH074 0.816 Reverse Power Flow - 
min

0.816 Reverse Power Flow - max 3333
2678

1,094
1094.4 N LTC Radial 36 0 0 0

Gopher
GPH_TR02

GPH075 1.288 Reverse Power Flow - 
min

1.288 Reverse Power Flow - max 3333
2678

1,727
1727.4 N LTC Radial 36 0 0 0

Gopher
GPH_TR02

GPH079 0.896 Reverse Power Flow - 
min

0.896 Reverse Power Flow - max 3333
2678

1,196
1195.6 N LTC Radial 36 0 0 0

Granite City
GRC_TR01

GRC062 0.9 Thermal for Gen - min 2.184 Reverse Power Flow - max 5783
4998

2,816
2247 Y Regulator Radial 4030 186.814 0 133.2

Granite City
GRC_TR01

GRC063 0.8 Thermal for Gen - min 2.08 Reverse Power Flow - max 5783
4998

2,746
2159 Y Regulator Radial 4030 186.814 4030 53.614

Granite City
GRC_TR02

GRC073 0.2 Primary Over-Voltage - 
min

1.1 Breaker Relay Reduction 
of Reach - max

2596
2214

2,596
2214 Y Regulator Radial 0 0 0 0

Granite City
GRC_TR03

GRC311 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

6526
6526

2,886
2685 Y LTC Radial 9037.402 713.741 5004.56 700

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Granite City
GRC_TR03

GRC312 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

6526
6526

6,361
5263 Y LTC Radial 9037.402 713.741 4000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Granite City
GRC_TR03

GRC313 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

6526
6526

1,304
1005 Y LTC Radial 9037.402 713.741 32.842 13.741
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Green Isle
GRI_TR01

GRI001 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

228
228

518
518.2 N LTC Radial 1000 29.985 1000 29.985

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Greenfield
GFD_TR01

GFD021 0.4 Primary Over-Voltage - 
min

0.608 Reverse Power Flow - max 1280
1280

772
772 Y Regulator Radial 10000 25.2 10000 25.2

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Greenfield
GFD_TR01

GFD022 0.3 Thermal for Gen - min 0.496 Reverse Power Flow - max 1280
1280

604
604 Y Regulator Radial 10000 25.2 0 0

Hadley
HAD_TR01

HAD021 0.048 Reverse Power Flow - 
min

0.048 Reverse Power Flow - max 398 398 78 78
Y Regulator Radial 1003.36 1000 3.36 1000

Hadley
HAD_TR01

HAD022 0 Breaker Relay Reduction 
of Reach - min

0 Breaker Relay Reduction 
of Reach - max

398 398 320 320
Y Regulator Radial 1003.36 1000 1000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Hassan
HSN_TR01

HSN311 0.5 Thermal for Gen - min 3.39 Breaker Relay Reduction 
of Reach - max

11841
10712

5,219
4444 Y LTC Radial 3023.99 31.019 3017.99 31.019

Hassan
HSN_TR01

HSN312 0.2 Primary Over-Voltage - 
min

1.82 Breaker Relay Reduction 
of Reach - max

11841
10712

6,775
6567 Y LTC Radial 3023.99 31.019 6 0

Hassan
HSN_TR02

HSN321 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

16669
14208

5,827
5378 Y LTC Radial 5028.995 64.488 5028.995 56.872

Hassan
HSN_TR02

HSN322 1.4 Thermal for Gen - min 6.064 Reverse Power Flow - max 16669
14208

8,222
7153 Y LTC Radial 5028.995 64.488 0 7.616

Hastings
HAS_TR01

HAS021 0 Thermal for Gen - min 0 Breaker Relay Reduction 
of Reach - max

5354
4186

1,473
1278 Y LTC Radial 4555.4 9.57 4555.4 9.57

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Hastings
HAS_TR01

HAS022 0.3 Thermal for Gen - min 1.84 Reverse Power Flow - max 5354
4186

2,309
1903 Y LTC Radial 4555.4 9.57 0 0

Hastings
HAS_TR01

HAS023 0.736 Reverse Power Flow - 
min

0.736 Reverse Power Flow - max 5354
4186

1,000
1000 Y LTC Radial 4555.4 9.57 0 0

Hastings
HAS_TR02

HAS031 0.696 Reverse Power Flow - 
min

0.696 Reverse Power Flow - max 2667
2444

1,204
1204 Y LTC Radial 6.72 166.6 0 0

Hastings
HAS_TR02

HAS032 0.528 Reverse Power Flow - 
min

0.528 Reverse Power Flow - max 2667
2444

762
632 Y LTC Radial 6.72 166.6 6.72 166.6

Hastings
HAS_TR02

HAS033 0.472 Reverse Power Flow - 
min

0.472 Reverse Power Flow - max 2667
2444

701
608 Y LTC Radial 6.72 166.6 0 0

Hector
HEC_TR01

HEC001 0.1 Primary Over-Voltage - 
min

0.45 Breaker Relay Reduction 
of Reach - max

594
594

594
594 N Regulator Radial 3000 0 3000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Henderson
HEN_TR01

HEN021 0.2 Thermal for Gen - min 0.9 Breaker Relay Reduction 
of Reach - max

342
342

365
364.8 N Regulator Radial 0 0 0 0

Hiawatha West
HWW_TR01

HWW061 0.2 Thermal for Gen - min 0.584 Reverse Power Flow - max 18116
15165

914
658 Y LTC Radial 295.835 520.671 46.52 7.548

Hiawatha West
HWW_TR01

HWW062 0.9 Thermal for Gen - min 1.536 Reverse Power Flow - max 18116
15165

2,184
1530 Y LTC Radial 295.835 520.671 53.79 47.15

Hiawatha West
HWW_TR01

HWW071 0.9 Thermal for Gen - min 2.656 Reverse Power Flow - max 18116
15165

3,520
2822 Y LTC Radial 295.835 520.671 8.09 86.142

Hiawatha West
HWW_TR01

HWW072 0.9 Thermal for Gen - min 1.576 Reverse Power Flow - max 18116
15165

2,087
1561 Y LTC Radial 295.835 520.671 12.575 10.96

Hiawatha West
HWW_TR01

HWW073 0.5 Thermal for Gen - min 1.144 Reverse Power Flow - max 18116
15165

1,684
1339 Y LTC Radial 295.835 520.671 94.983 27.528

Hiawatha West
HWW_TR01

HWW074 0.9 Thermal for Gen - min 1.608 Reverse Power Flow - max 18116
15165

2,165
1799 Y LTC Radial 295.835 520.671 38.692 115.361

Hiawatha West
HWW_TR01

HWW075 0.9 Thermal for Gen - min 2.384 Reverse Power Flow - max 18116
15165

3,040
2848 Y LTC Radial 295.835 520.671 41.185 225.982

Hollydale
HOL_TR02

HOL061 0.5 Primary Over-Voltage - 
min

1.432 Reverse Power Flow - max 4597
3264

2,010
1575 Y LTC Radial 68.545 0 26.345 0

Hollydale
HOL_TR02

HOL062 0.7 Primary Over-Voltage - 
min

1.592 Reverse Power Flow - max 4597
3264

2,561
1471 Y LTC Radial 68.545 0 42.2 0

Howard Lake
HOW_TR01

HOW061 0.6 Primary Over-Voltage - 
min

1.136 Reverse Power Flow - max 1416
1416

1,496
1496.4 N Regulator Radial 0 19.99 0 19.99

Hugo
HUG_TR01

HUG311 0.2 Thermal for Gen - min 0.47 Breaker Relay Reduction 
of Reach - max

8269
7240

7,030
4649 Y LTC Radial 95.48 57.094 59.854 5.8

Hugo
HUG_TR01

HUG312 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

8269
7240

5,991
4364 Y LTC Radial 95.48 57.094 35.626 51.294

Hugo
HUG_TR02

HUG321 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4412
4412

2,804
2804 Y LTC Radial 11446.762 2158.287 11433.888 2144.813

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Hugo
HUG_TR02

HUG322 2.4 Thermal for Gen - min 2.416 Reverse Power Flow - max 4412
4412

3,431
3431 Y LTC Radial 11446.762 2158.287 12.874 13.474

Hyland Lake
HYL_TR01

HYL061 1 Primary Over-Voltage - 
min

1.152 Reverse Power Flow - max 15804
12630

1,529
1300 Y LTC Radial 340.776 353.592 193.22 25.672

Hyland Lake
HYL_TR01

HYL062 1 Thermal for Gen - min 1.6 Reverse Power Flow - max 15804
12630

2,121
1676 Y LTC Radial 340.776 353.592 10 6.96

Hyland Lake
HYL_TR01

HYL063 0.6 Primary Over-Voltage - 
min

0.92 Reverse Power Flow - max 15804
12630

1,304
1304 Y LTC Radial 340.776 353.592 9.94 316.9

Hyland Lake
HYL_TR01

HYL064 0.5 Primary Over-Voltage - 
min

1.184 Reverse Power Flow - max 15804
12630

1,628
1628 Y LTC Radial 340.776 353.592 7.616 4.06

Hyland Lake
HYL_TR01

HYL065 1.5 Thermal for Gen - min 3.544 Reverse Power Flow - max 15804
12630

4,604
4516 Y LTC Radial 340.776 353.592 120 0

Hyland Lake
HYL_TR02

HYL071 0.072 Reverse Power Flow - 
min

0.072 Reverse Power Flow - max 6356
6185

200
130 Y LTC Radial 58.462 58.018 0 0

Hyland Lake
HYL_TR02

HYL072 0.8 Primary Over-Voltage - 
min

1.096 Reverse Power Flow - max 6356
6185

1,616
1304 Y LTC Radial 58.462 58.018 0 0

Hyland Lake
HYL_TR02

HYL073 0.9 Thermal for Gen - min 1.408 Reverse Power Flow - max 6356
6185

1,838
1803 Y LTC Radial 58.462 58.018 29.742 25.854

Hyland Lake
HYL_TR02

HYL074 0.6 Thermal for Gen - min 1.416 Reverse Power Flow - max 6356
6185

1,910
1899 Y LTC Radial 58.462 58.018 15.08 22.17

Hyland Lake
HYL_TR02

HYL075 0.8 Primary Over-Voltage - 
min

1.024 Reverse Power Flow - max 6356
6185

1,404
1404 Y LTC Radial 58.462 58.018 13.64 9.994

Indiana
IDA_TR01

IDA061 0.4 Reverse Power Flow - 
min

0.4 Reverse Power Flow - max 4493
3787

545
407 Y LTC Radial 51.212 78.305 0 47.538

Indiana
IDA_TR01

IDA062 0.824 Reverse Power Flow - 
min

0.824 Reverse Power Flow - max 4493
3787

1,400
1261 Y LTC Radial 51.212 78.305 45.212 3.48

Indiana
IDA_TR01

IDA063 1.1 Thermal for Gen - min 1.592 Reverse Power Flow - max 4493
3787

2,435
1832 Y LTC Radial 51.212 78.305 0 7.54

Indiana
IDA_TR01

IDA064 0.9 Thermal for Gen - min 1.16 Reverse Power Flow - max 4493
3787

2,046
1733 Y LTC Radial 51.212 78.305 6 19.747

Indiana
IDA_TR02

IDA071 0.72 Reverse Power Flow - 
min

0.72 Reverse Power Flow - max 7508
5763

1,310
1171 Y LTC Radial 215.03 233.986 0 5.78

Indiana
IDA_TR02

IDA072 0.9 Thermal for Gen - min 1.464 Reverse Power Flow - max 7508
5763

1,968
1840 Y LTC Radial 215.03 233.986 0 34.926

Indiana
IDA_TR02

IDA073 0.9 Thermal for Gen - min 1.408 Reverse Power Flow - max 7508
5763

2,002
1600 Y LTC Radial 215.03 233.986 215.03 144.402

Indiana
IDA_TR02

IDA074 0.9 Thermal for Gen - min 1.92 Reverse Power Flow - max 7508
5763

2,698
1928 Y LTC Radial 215.03 233.986 0 48.878

Jordan
JOR_TR01

JOR021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1979
1979

947
946.6 N Regulator Radial 10386.5 5.933 1100 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Jordan
JOR_TR01

JOR022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1979
1979

1,201
1200.8 N Regulator Radial 10386.5 5.933 9286.5 5.933

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Kasson
KAN_TR01

KAN022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1244
1244

1,233
1233 N Regulator Radial 6000 2011.4 6000 2011.4

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Kasson
KAN_TR02

KAN031 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

2456
2456

2,434
2434.4 N Regulator Radial 6042.68 4019.988 6042.68 4019.988

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Kegan Lake
KLK_TR01

KLK061 0.5 Thermal for Gen - min 1.448 Reverse Power Flow - max 2121
1513

2,121
1513 Y LTC Radial 11.8 0 11.8 0

Kenyon
KEN_TR01

KEN021 0.128 Reverse Power Flow - 
min

0.128 Reverse Power Flow - max 283
283

219
219.2 N Regulator Radial 2843.98 30.4 7.98 30.4

Kenyon
KEN_TR01

KEN022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

283
283

134
134.2 N Regulator Radial 2843.98 30.4 2836 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Kimball
KIM_TR01

KIM021 0.4 Reverse Power Flow - 
min

0.4 Reverse Power Flow - max 522
522

553
553.4 N Regulator Radial 33.3 33.3 33.3 33.3

Kohlman Lake
KOL_TR01

KOL061 0.6 Thermal for Gen - min 1.296 Reverse Power Flow - max 8040
8040

1,877
1877 Y LTC Radial 35 321.189 0 156.089

Kohlman Lake
KOL_TR01

KOL062 1.4 Thermal for Gen - min 1.64 Reverse Power Flow - max 8040
8040

2,138
2039 Y LTC Radial 35 321.189 35 0

Kohlman Lake
KOL_TR01

KOL063 0.744 Reverse Power Flow - 
min

0.744 Reverse Power Flow - max 8040
8040

1,119
920 Y LTC Radial 35 321.189 0 12

Kohlman Lake
KOL_TR01

KOL064 1.024 Reverse Power Flow - 
min

1.024 Reverse Power Flow - max 8040
8040

1,318
1318 Y LTC Radial 35 321.189 0 0

Kohlman Lake
KOL_TR01

KOL065 1.4 Thermal for Gen - min 2.112 Reverse Power Flow - max 8040
8040

2,725
2313 Y LTC Radial 35 321.189 0 153.1

Kohlman Lake
KOL_TR02

KOL071 0.9 Thermal for Gen - min 1.144 Reverse Power Flow - max 3176
4317

1,612
1360 Y LTC Radial 64.728 23.534 51.388 0

Kohlman Lake
KOL_TR02

KOL073 0.6 Thermal for Gen - min 1.184 Reverse Power Flow - max 3176
4317

1,711
1237 Y LTC Radial 64.728 23.534 13.34 7.54

Kohlman Lake
KOL_TR02

KOL074 0.9 Thermal for Gen - min 1.416 Reverse Power Flow - max 3176
4317

1,970
1530 Y LTC Radial 64.728 23.534 0 15.994

La Crescant
LAC_TR01

LAC062 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2389
2389

1,603
1602.6 N LTC Radial 4288.719 2000.005 4127.583 1000.005

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

La Crescant
LAC_TR01

LAC063 0.1 Primary Over-Voltage - 
min

0.72 Reverse Power Flow - max 2389
2389

1,401
1401 N LTC Radial 4288.719 2000.005 161.136 1000

Lafayette
LAF_TR01

LAF001 0.1 Primary Over-Voltage - 
min

0.208 Reverse Power Flow - max 247
247

255
255.2 N Regulator Radial 0 1000 0 1000

Lake Bavaria
LAB_TR01

LAB311 0.5 Primary Over-Voltage - 
min

1.48 Reverse Power Flow - max 6736
4472

2,408
2209 Y LTC Radial 44.789 21.9 0 0

Lake Bavaria
LAB_TR01

LAB312 0.3 Thermal for Gen - min 1.45 Breaker Relay Reduction 
of Reach - max

6736
4472

3,041
2746 Y LTC Radial 44.789 21.9 44.789 21.9

Lake City

LAK_TR02

LAK032 0.28 Reverse Power Flow - 
min

0.28 Reverse Power Flow - max 399

399

399

399 N Regulator Radial 105.19 1000 105.19 1000

Substation owned by Foreign 
Utility. Contractual obligations 
may reduce capacity and increase 
interconnection timelines

Lake Emily
LAE_TR01

LAE061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

705
705

705
705 Y Regulator Radial 8500 1000 8500 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Lake Lillian
LIL_TR01

LIL021 0.2 Primary Over-Voltage - 
min

0.424 Reverse Power Flow - max 562
562

562
561.6 N Regulator Radial 2000 1011.39 2000 1011.39

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Lake Pulaski
LAP_TR03

LAP311 0.1 Primary Over-Voltage - 
min

0.49 Breaker Relay Reduction 
of Reach - max

5135
4108

5,135
4108 Y LTC Radial 26590.497 2058.416 26590.497 2058.416

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Lake Yankton
LAY_TR03

LAY061 0.2 Primary Over-Voltage - 
min

0.58 Breaker Relay Reduction 
of Reach - max

794
794

794
794 Y Regulator Radial 0 4006.72 0 4006.72

Lawrence Creek
LCR_TR01

LCR311 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2110
1603

2,110
1603 Y LTC Radial 28472.21 5071.296 28472.21 5071.296

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Lester Prarie
LSP_TR01

LSP021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1722
1722

1,355
1354.6 N Regulator Radial 7026.6 3452.23 7020.6 2025.23

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Lester Prarie
LSP_TR01

LSP022 0.1 Primary Over-Voltage - 
min

0.58 Breaker Relay Reduction 
of Reach - max

1722
1722

454
453.8 N Regulator Radial 7026.6 3452.23 6 1427

Lexington
LEX_TR01

LEX061 0.8 Primary Over-Voltage - 
min

2.048 Reverse Power Flow - max 7704
6854

2,766
2012 Y LTC Radial 49.994 237.342 0 237.342

Lexington
LEX_TR01

LEX062 1.1 Thermal for Gen - min 1.152 Reverse Power Flow - max 7704
6854

1,581
1581 Y LTC Radial 49.994 237.342 0 0

Lexington
LEX_TR01

LEX063 1.2 Thermal for Gen - min 1.584 Reverse Power Flow - max 7704
6854

2,202
1970 Y LTC Radial 49.994 237.342 9.994 0

Lexington
LEX_TR01

LEX064 0.9 Thermal for Gen - min 1.368 Reverse Power Flow - max 7704
6854

1,878
1802 Y LTC Radial 49.994 237.342 40 0

Lexington
LEX_TR01

LEX065 0.832 Reverse Power Flow - 
min

0.832 Reverse Power Flow - max 7704
6854

1,100
1100 Y LTC Radial 49.994 237.342 0 0

Lexington
LEX_TR02

LEX071 1.5 Thermal for Gen - min 1.8 Reverse Power Flow - max 7049
6993

2,299
2299 Y LTC Radial 27.11 91.624 0 29.178

Lexington
LEX_TR02

LEX072 0.424 Reverse Power Flow - 
min

0.424 Reverse Power Flow - max 7049
6993

671
635 Y LTC Radial 27.11 91.624 0 0

Lexington
LEX_TR02

LEX073 0.4 Thermal for Gen - min 0.744 Reverse Power Flow - max 7049
6993

1,020
949 Y LTC Radial 27.11 91.624 0 0

Lexington
LEX_TR02

LEX074 0.9 Thermal for Gen - min 3.43 Breaker Relay Reduction 
of Reach - max

7049
6993

6,540
6540 Y LTC Radial 27.11 91.624 0 26.096

Lexington
LEX_TR02

LEX075 0.9 Thermal for Gen - min 1.328 Reverse Power Flow - max 7049
6993

1,838
1838 Y LTC Radial 27.11 91.624 27.11 36.35

Lexington
LEX_TR03

LEX331 0.8 Thermal for Gen - min 2.808 Reverse Power Flow - max 14277
14468

3,911
3911 Y LTC Radial 1162.547 193.264 0 0

Lexington
LEX_TR03

LEX332 1.4 Thermal for Gen - min 5.032 Reverse Power Flow - max 14277
14468

6,485
6485 Y LTC Radial 1162.547 193.264 990.747 186.594
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Lexington
LEX_TR03

LEX333 0.3 Thermal for Gen - min 1.6 Breaker Relay Reduction 
of Reach - max

14277
14468

6,194
4754 Y LTC Radial 1162.547 193.264 171.8 6.67

Lindstrom
LIN_TR01

LIN022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1542
1603

1,542
1603 Y LTC Radial 3056.77 41.598 3056.77 41.598

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Lindstrom
LIN_TR02

LIN031 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4080
3520

4,080
3520 Y LTC Radial 1074.842 4043.088 1074.842 4043.088

Linn Street
LNS_TR01

LNS021 0.608 Reverse Power Flow - 
min

0.608 Reverse Power Flow - max 759
759

812
812 N Regulator Radial 3.6 0 3.6 0

Linn Street
LNS_TR01

LNS022 0.016 Reverse Power Flow - 
min

0.016 Reverse Power Flow - max 759
759

32
31.8 N Regulator Radial 3.6 0 0 0

Linn Street
LNS_TR02

LNS032 0.464 Reverse Power Flow - 
min

0.464 Reverse Power Flow - max 1253
1253

685
685.2 N Regulator Radial 7.625 0 0 0

Linn Street
LNS_TR02

LNS033 0.5 Primary Over-Voltage - 
min

0.536 Reverse Power Flow - max 1253
1253

789
789.4 N Regulator Radial 7.625 0 7.625 0

Lone Oak
LOK_TR01

LOK061 1.2 Thermal for Gen - min 1.736 Reverse Power Flow - max 7400
6552

2,332
2214 Y LTC Radial 42.16 28.69 25.856 0

Lone Oak
LOK_TR01

LOK062 0.5 Thermal for Gen - min 2.688 Reverse Power Flow - max 7400
6552

3,590
3008 Y LTC Radial 42.16 28.69 16.304 28.69

Lone Oak
LOK_TR01

LOK063 0.896 Reverse Power Flow - 
min

0.896 Reverse Power Flow - max 7400
6552

1,281
1273 Y LTC Radial 42.16 28.69 0 0

Lone Oak
LOK_TR02

LOK081 0.9 Thermal for Gen - min 2.952 Reverse Power Flow - max 17170
15592

4,031
4026 Y LTC Radial 175.554 84.168 40 0

Lone Oak
LOK_TR02

LOK082 0.9 Thermal for Gen - min 1.424 Reverse Power Flow - max 17170
15592

1,838
1789 Y LTC Radial 175.554 84.168 0 0

Lone Oak
LOK_TR02

LOK083 1 Primary Over-Voltage - 
min

1.584 Reverse Power Flow - max 17170
15592

2,110
2110 Y LTC Radial 175.554 84.168 85 0

Lone Oak
LOK_TR02

LOK091 1.2 Thermal for Gen - min 1.568 Reverse Power Flow - max 17170
15592

2,040
1825 Y LTC Radial 175.554 84.168 0 0

Lone Oak
LOK_TR02

LOK092 1.5 Thermal for Gen - min 2.552 Reverse Power Flow - max 17170
15592

3,324
3314 Y LTC Radial 175.554 84.168 12.956 0

Lone Oak
LOK_TR02

LOK093 0.4 Thermal for Gen - min 2.064 Reverse Power Flow - max 17170
15592

2,837
2492 Y LTC Radial 175.554 84.168 37.598 84.168

Long Lake
LLK_TR01

LLK061 1 Thermal for Gen - min 1.288 Reverse Power Flow - max 4001
3102

1,825
1315 Y Regulator Radial 24.57 38.962 24.57 38.962

Long Lake
LLK_TR01

LLK063 0.9 Thermal for Gen - min 1.472 Reverse Power Flow - max 4001
3102

1,903
1612 Y Regulator Radial 24.57 38.962 0 0

Long Lake
LLK_TR02

LLK071 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

6280
4934

2,596
2193 Y LTC Radial 25.616 28.04 18 28.04

Long Lake
LLK_TR02

LLK072 1.2 Primary Over-Voltage - 
min

1.936 Reverse Power Flow - max 6280
4934

2,508
2002 Y LTC Radial 25.616 28.04 7.616 0

Lowry
LOW_TR01

LOW021 0.2 Primary Over-Voltage - 
min

0.68 Reverse Power Flow - max 879
879

879
879 Y Regulator Radial 9004 3012 9004 3012

Main Street
MST_TR01

MST063 1.488 Reverse Power Flow - 
min

1.488 Reverse Power Flow - max 7310
5087

1,989
1989 N LTC Radial 36.55 15.747 0 0

Main Street
MST_TR01

MST064 0.032 Reverse Power Flow - 
min

0.032 Reverse Power Flow - max 7310
5087

623
604 Y LTC Radial 36.55 15.747 0 0

Main Street
MST_TR01

MST066 0.9 Thermal for Gen - min 1.984 Reverse Power Flow - max 7310
5087

1,847
1410 Y LTC Radial 36.55 15.747 28.72 0

Main Street
MST_TR01

MST068 0.9 Thermal for Gen - min 1.352 Reverse Power Flow - max 7310
5087

1,953
1605 Y LTC Radial 36.55 15.747 7.83 3.747

Main Street
MST_TR01

MST069 0.9 Thermal for Gen - min 1.016 Reverse Power Flow - max 7310
5087

1,405
1300 Y LTC Radial 36.55 15.747 0 12

Main Street
MST_TR02

MST070 0.9 Thermal for Gen - min 1.632 Reverse Power Flow - max 13328
11305

2,499
2387 Y LTC Radial 278.613 343.074 49.814 0

Main Street
MST_TR02

MST071 1 Thermal for Gen - min 2.264 Reverse Power Flow - max 13328
11305

3,053
2634 Y LTC Radial 278.613 343.074 56.873 26.636

Main Street
MST_TR02

MST074 0.144 Reverse Power Flow - 
min

0.144 Reverse Power Flow - max 13328
11305

211
203 Y LTC Radial 278.613 343.074 0 0

Main Street
MST_TR02

MST075 0.9 Thermal for Gen - min 2.568 Reverse Power Flow - max 13328
11305

3,029 2,867
Y LTC Radial 278.613 343.074 142.616 278.418

Main Street
MST_TR02

MST076 0.4 Thermal for Gen - min 0.792 Reverse Power Flow - max 13328
11305

1,041
885 Y LTC Radial 278.613 343.074 29.31 38.02

Main Street
MST_TR01

MST080 0.1 Thermal for Gen - min 0.46 Breaker Relay Reduction 
of Reach - max

7310
5087

1,633
1441 Y LTC Radial 36.55 15.747 0 0

Maple Lake
MAP_TR01

MAP061 0.1 Primary Over-Voltage - 
min

0.65 Breaker Relay Reduction 
of Reach - max

1205
1205

1,199
1199.2 N Regulator Radial 19.999 459.997 19.999 459.997

Mapleton
MPN_TR01

MPN081 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

982
982

973
973 N Regulator Radial 6540 1000 6540 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Mayhew Lake
MHW_TR01

MHW311 0.1 Primary Over-Voltage - 
min

0.54 Breaker Relay Reduction 
of Reach - max

10194
8388

5,055
4820 Y LTC Radial 21966.614 10036.51 12016.614 10028.83

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Mayhew Lake
MHW_TR01

MHW312 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

10194
8388

2,306
2306 Y LTC Radial 21966.614 10036.51 9950 7.68

Maynard
MYN_TR01

MYN021 0 Breaker Relay Reduction 
of Reach - min

0 Breaker Relay Reduction 
of Reach - max

482
482

522
521.6 N Regulator Radial 2000 1006 2000 1006

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Mazeppa
MAZ_TR01

MAZ021 0.1 Primary Over-Voltage - 
min

0.36 Reverse Power Flow - max 477
477

477
477.2 N Regulator Radial 47.738 5052.78 47.738 5052.78

Medford Junction
MDF_TR01

MDF021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

996
996

1,022
1022 N Regulator Radial 2000 3000 2000 3000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Medicine Lake
MEL_TR01

MEL061 0.8 Reverse Power Flow - 
min

0.8 Reverse Power Flow - max 13084
11059

1,193
1090 Y LTC Radial 179.936 53.876 15.776 7.616

Medicine Lake
MEL_TR01

MEL062 0.9 Thermal for Gen - min 1.08 Reverse Power Flow - max 13084
11059

1,684
1424 Y LTC Radial 179.936 53.876 0 0

Medicine Lake
MEL_TR01

MEL063 0.16 Reverse Power Flow - 
min

0.16 Reverse Power Flow - max 13084
11059

285
253 Y LTC Radial 179.936 53.876 0 0

Medicine Lake
MEL_TR01

MEL064 0.8 Thermal for Gen - min 1.448 Reverse Power Flow - max 13084
11059

2,053
2036 Y LTC Radial 179.936 53.876 80 0

Medicine Lake
MEL_TR01

MEL065 0.344 Reverse Power Flow - 
min

0.344 Reverse Power Flow - max 13084
11059

473
421 Y LTC Radial 179.936 53.876 0 0

Medicine Lake
MEL_TR01

MEL066 0.416 Reverse Power Flow - 
min

0.416 Reverse Power Flow - max 13084
11059

576
406 Y LTC Radial 179.936 53.876 0 0

Medicine Lake
MEL_TR01

MEL067 0.9 Thermal for Gen - min 2.04 Reverse Power Flow - max 13084
11059

1,791
1579 Y LTC Radial 179.936 53.876 0 33.3

Medicine Lake
MEL_TR01

MEL068 0.9 Thermal for Gen - min 1.24 Reverse Power Flow - max 13084
11059

1,771
1395 Y LTC Radial 179.936 53.876 80.72 0

Medicine Lake
MEL_TR01

MEL069 1 Thermal for Gen - min 1.992 Reverse Power Flow - max 13084
11059

2,630
2246 Y LTC Radial 179.936 53.876 3.44 12.96

Medicine Lake
MEL_TR02

MEL071 1.05 Thermal for Gen - min 1.152 Reverse Power Flow - max 19104
15098

1,516
1493 Y LTC Radial 331.845 344.258 7.63 0

Medicine Lake
MEL_TR02

MEL072 0.5 Thermal for Gen - min 1.672 Reverse Power Flow - max 19104
15098

2,436
2070 Y LTC Radial 331.845 344.258 0 39.998

Medicine Lake
MEL_TR02

MEL073 0.9 Thermal for Gen - min 1.784 Reverse Power Flow - max 19104
15098

2,623
2046 Y LTC Radial 331.845 344.258 208.01 213.824

Medicine Lake
MEL_TR02

MEL074 0.9 Thermal for Gen - min 1.864 Reverse Power Flow - max 19104
15098

2,604
2010 Y LTC Radial 331.845 344.258 48.01 0

Medicine Lake
MEL_TR02

MEL075 0.9 Thermal for Gen - min 1.856 Reverse Power Flow - max 19104
15098

2,469
1940 Y LTC Radial 331.845 344.258 0 79.996

Medicine Lake
MEL_TR02

MEL076 1.2 Thermal for Gen - min 1.44 Reverse Power Flow - max 19104
15098

1,887
1610 Y LTC Radial 331.845 344.258 0 0

Medicine Lake
MEL_TR02

MEL077 0.9 Thermal for Gen - min 1.328 Reverse Power Flow - max 19104
15098

1,831
1529 Y LTC Radial 331.845 344.258 40 0

Medicine Lake
MEL_TR02

MEL078 0.9 Thermal for Gen - min 1.36 Reverse Power Flow - max 19104
15098

1,864
1504 Y LTC Radial 331.845 344.258 28.195 0

Medicine Lake
MEL_TR02

MEL079 0.904 Reverse Power Flow - 
min

0.904 Reverse Power Flow - max 19104
15098

1,357
1277 Y LTC Radial 331.845 344.258 0 10.44

Medicine Lake
MEL_TR03

MEL081 0.9 Thermal for Gen - min 1.04 Reverse Power Flow - max 11720
8517

1,657
1210 Y LTC Radial 84.248 423.198 17.74 5

Medicine Lake
MEL_TR03

MEL082 0.9 Thermal for Gen - min 1.216 Reverse Power Flow - max 11720
8517

1,585
1338 Y LTC Radial 84.248 423.198 40 39.998

Medicine Lake
MEL_TR03

MEL083 0.9 Thermal for Gen - min 1.76 Reverse Power Flow - max 11720
8517

2,267
2037 Y LTC Radial 84.248 423.198 0 0

Medicine Lake
MEL_TR03

MEL087 0.064 Reverse Power Flow - 
min

0.064 Reverse Power Flow - max 11720
8517

514
442 Y LTC Radial 84.248 423.198 26.508 278.2

Medicine Lake
MEL_TR03

MEL088 1.3 Thermal for Gen - min 2.12 Reverse Power Flow - max 11720
8517

1,347
1188 Y LTC Radial 84.248 423.198 0 100

Medicine Lake
MEL_TR03

MEL089 1.5 Thermal for Gen - min 1.64 Reverse Power Flow - max 11720
8517

2,309
2127 Y LTC Radial 84.248 423.198 0 0

Meeker

MEK_TR01

MEK021 0.072 Reverse Power Flow - 
min

0.072 Reverse Power Flow - max 96

96

96

96.4 N Regulator Radial 0 1000 0 1000

Substation owned by Foreign 
Utility. Contractual obligations 
may reduce capacity and increase 
interconnection timelines

Meire Grove
MEI_TR01

MEI021 0.1 Primary Over-Voltage - 
min

0.264 Reverse Power Flow - max 388
388

388
388.4 N Regulator Radial 324 324 324 324

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Meridan
MRN_TR01

MRN021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

464
464

473
472.6 N Regulator Radial 3414.895 29.39 3414.895 29.39

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Merriam Park
MPK_TR01

MPK061 1.648 Reverse Power Flow - 
min

1.648 Reverse Power Flow - max 11554
8446

3,158
2807 Y LTC Radial 247.084 219.91 0 0

Merriam Park
MPK_TR01

MPK062 0.9 Thermal for Gen - min 1 Reverse Power Flow - max 11554
8446

1,304
1140 Y LTC Radial 247.084 219.91 40 23.51

Merriam Park
MPK_TR01

MPK063 0.6 Thermal for Gen - min 2.52 Reverse Power Flow - max 11554
8446

3,245
3061 Y LTC Radial 247.084 219.91 52.998 69.278

Merriam Park
MPK_TR01

MPK064 1 Thermal for Gen - min 1.176 Reverse Power Flow - max 11554
8446

1,503
1360 Y LTC Radial 247.084 219.91 26.75 13.669

Merriam Park
MPK_TR01

MPK065 0.6 Thermal for Gen - min 1.52 Reverse Power Flow - max 11554
8446

2,193
2110 Y LTC Radial 247.084 219.91 20.376 16.823

Merriam Park
MPK_TR01

MPK066 0.864 Reverse Power Flow - 
min

0.864 Reverse Power Flow - max 11554
8446

1,105
707 Y LTC Radial 247.084 219.91 0 0

Merriam Park
MPK_TR01

MPK067 0.9 Thermal for Gen - min 1.68 Reverse Power Flow - max 11554
8446

2,102
1749 Y LTC Radial 247.084 219.91 35 0

Merriam Park
MPK_TR01

MPK068 0.5 Primary Over-Voltage - 
min

1.44 Breaker Relay Reduction 
of Reach - max

11554
8446

2,927
2354 Y LTC Radial 247.084 219.91 71.96 96.63

Merriam Park
MPK_TR02

MPK071 0.9 Thermal for Gen - min 1.344 Reverse Power Flow - max 11089
9660

1,679
1100 Y LTC Radial 157.253 46.688 32.046 18.39

Merriam Park
MPK_TR02

MPK072 1.44 Reverse Power Flow - 
min

1.44 Reverse Power Flow - max 11089
9660

2,763
2763 Y LTC Radial 157.253 46.688 0 0

Merriam Park
MPK_TR02

MPK073 0.688 Reverse Power Flow - 
min

0.688 Reverse Power Flow - max 11089
9660

1,053
906 Y LTC Radial 157.253 46.688 9.84 0

Merriam Park
MPK_TR02

MPK074 1 Thermal for Gen - min 2.184 Reverse Power Flow - max 11089
9660

3,306
2702 Y LTC Radial 157.253 46.688 89.62 5.22

Merriam Park
MPK_TR02

MPK075 0.9 Thermal for Gen - min 1.472 Reverse Power Flow - max 11089
9660

1,903
1703 Y LTC Radial 157.253 46.688 0 0

Merriam Park
MPK_TR02

MPK076 1.144 Reverse Power Flow - 
min

1.144 Reverse Power Flow - max 11089
9660

1,581
1432 Y LTC Radial 157.253 46.688 13.747 10.278

Merriam Park
MPK_TR02

MPK077 1.5 Thermal for Gen - min 2.472 Reverse Power Flow - max 11089
9660

3,158
3126 Y LTC Radial 157.253 46.688 0 5

Merriam Park
MPK_TR02

MPK078 0.1 Primary Over-Voltage - 
min

0.7 Breaker Relay Reduction 
of Reach - max

11089
9660

2,864
2596 Y LTC Radial 157.253 46.688 12 7.8

Merriam Park
MPK_TR03

MPK081 1.44 Reverse Power Flow - 
min

1.44 Reverse Power Flow - max 13314
9982

2,766
2766 Y LTC Radial 226.942 332.42 0 0

Merriam Park
MPK_TR03

MPK082 0.5 Primary Over-Voltage - 
min

1.2 Breaker Relay Reduction 
of Reach - max

13314
9982

2,247
1879 Y LTC Radial 226.942 332.42 23.124 30.53

Merriam Park
MPK_TR03

MPK083 0.4 Primary Over-Voltage - 
min

1.41 Breaker Relay Reduction 
of Reach - max

13314
9982

2,550
2335 Y LTC Radial 226.942 332.42 37.8 102.88

Merriam Park
MPK_TR03

MPK084 0.2 Primary Over-Voltage - 
min

0.91 Breaker Relay Reduction 
of Reach - max

13314
9982

1,970
1655 Y LTC Radial 226.942 332.42 26.065 41.42

Merriam Park
MPK_TR03

MPK085 0.9 Thermal for Gen - min 1.424 Reverse Power Flow - max 13314
9982

1,868
1522 Y LTC Radial 226.942 332.42 60.109 114.98

Merriam Park
MPK_TR03

MPK086 0.664 Reverse Power Flow - 
min

0.664 Reverse Power Flow - max 13314
9982

922
922 Y LTC Radial 226.942 332.42 13.28 21.578

Merriam Park
MPK_TR03

MPK087 0.9 Thermal for Gen - min 1.832 Reverse Power Flow - max 13314
9982

2,550
2280 Y LTC Radial 226.942 332.42 66.564 21.032

Midtown
MDT_TR01

MDT061 0.9 Thermal for Gen - min 1.584 Reverse Power Flow - max 12130
10530

2,257
1982 Y LTC Radial 129.053 382.578 0 0

Midtown
MDT_TR01

MDT062 0.44 Reverse Power Flow - 
min

0.44 Reverse Power Flow - max 12130
10530

532
465 Y LTC Radial 129.053 382.578 3.747 239.998

Midtown
MDT_TR01

MDT067 0.9 Thermal for Gen - min 2.408 Reverse Power Flow - max 12130
10530

3,329
2566 Y LTC Radial 129.053 382.578 15.2 0

Midtown
MDT_TR01

MDT071 0.2 Thermal for Gen - min 0.568 Reverse Power Flow - max 12130
10530

778
651 Y LTC Radial 129.053 382.578 45 95.634

Midtown
MDT_TR01

MDT073 1.048 Reverse Power Flow - 
min

1.048 Reverse Power Flow - max 12130
10530

1,706
1448 Y LTC Radial 129.053 382.578 26.88 37.702

Midtown
MDT_TR01

MDT074 1 Thermal for Gen - min 1.376 Reverse Power Flow - max 12130
10530

2,123
1664 Y LTC Radial 129.053 382.578 30.999 9.244
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Midtown
MDT_TR01

MDT077 1.1 Thermal for Gen - min 1.648 Reverse Power Flow - max 12130
10530

2,149
2030 Y LTC Radial 129.053 382.578 7.227 0

Minnesota Lake
MNL_TR01

MNL001 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

336
336

336
335.8 N Regulator Radial 1840 0 1840 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Minnesota Valley
MNV_TR07

MNV211 0.1 Primary Over-Voltage - 
min

0.62 Breaker Relay Reduction 
of Reach - max

800
600

800
600 Y Regulator Radial 3000 1000 3000 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Montevideo
MTV_TR01

MTV001 0.1 Primary Over-Voltage - 
min

0.168 Reverse Power Flow - max 1012
1012

286
286 N Regulator Radial 6.45 0 0 0

Montevideo
MTV_TR01

MTV002 0.2 Primary Over-Voltage - 
min

0.24 Reverse Power Flow - max 1012
1012

348
348 N Regulator Radial 6.45 0 6.45 0

Montevideo
MTV_TR01

MTV003 0.3 Primary Over-Voltage - 
min

0.304 Reverse Power Flow - max 1012
1012

419
418.6 N Regulator Radial 6.45 0 0 0

Montevideo
MTV_TR02

MTV021 0.2 Primary Over-Voltage - 
min

0.432 Reverse Power Flow - max 1279
1279

721
720.8 N LTC Radial 5000 3070 0 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Montevideo
MTV_TR02

MTV022 0.344 Reverse Power Flow - 
min

0.344 Reverse Power Flow - max 1279
1279

486
485.8 N LTC Radial 5000 3070 5000 2070

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Montrose
MTR_TR01

MTR021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1531
1531

1,531
1530.8 N Regulator Radial 8520.404 1060.241 8520.404 1060.241

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Moore Lake
MOL_TR01

MOL061 0.5 Thermal for Gen - min 1.432 Reverse Power Flow - max 18956
15181

1,924
1334 Y LTC Radial 106.499 19.616 0 0

Moore Lake
MOL_TR01

MOL062 1.5 Thermal for Gen - min 1.984 Reverse Power Flow - max 18956
15181

2,474
2433 Y LTC Radial 106.499 19.616 80 0

Moore Lake
MOL_TR01

MOL063 0.5 Thermal for Gen - min 2.424 Reverse Power Flow - max 18956
15181

3,142
2199 Y LTC Radial 106.499 19.616 0 0

Moore Lake
MOL_TR01

MOL064 0.9 Thermal for Gen - min 1.248 Reverse Power Flow - max 18956
15181

1,828
1776 Y LTC Radial 106.499 19.616 0 0

Moore Lake
MOL_TR01

MOL065 0.9 Thermal for Gen - min 1.016 Reverse Power Flow - max 18956
15181

1,485
1365 Y LTC Radial 106.499 19.616 0 0

Moore Lake
MOL_TR01

MOL066 0.9 Thermal for Gen - min 1.976 Reverse Power Flow - max 18956
15181

2,535
1892 Y LTC Radial 106.499 19.616 0 6

Moore Lake
MOL_TR01

MOL067 0.8 Thermal for Gen - min 1 Reverse Power Flow - max 18956
15181

1,321
1100 Y LTC Radial 106.499 19.616 11.605 0

Moore Lake
MOL_TR01

MOL068 0.5 Thermal for Gen - min 0.528 Reverse Power Flow - max 18956
15181

2,163
1860 Y LTC Radial 106.499 19.616 14.894 13.616

Moore Lake
MOL_TR01

MOL069 0.28 Reverse Power Flow - 
min

0.28 Reverse Power Flow - max 18956
15181

342
276 Y LTC Radial 106.499 19.616 0 0

Moore Lake
MOL_TR02

MOL071 0.9 Thermal for Gen - min 2.064 Reverse Power Flow - max 15814
12630

1,855
1538 Y LTC Radial 5080.751 1223.213 9.994 415.727

Moore Lake
MOL_TR02

MOL072 0.9 Thermal for Gen - min 1.792 Reverse Power Flow - max 15814
12630

2,307
1715 Y LTC Radial 5080.751 1223.213 5019.15 19.628

Moore Lake
MOL_TR02

MOL073 0.9 Thermal for Gen - min 1.616 Reverse Power Flow - max 15814
12630

2,138
1965 Y LTC Radial 5080.751 1223.213 0 785.248

Moore Lake
MOL_TR02

MOL074 0.9 Thermal for Gen - min 1.048 Reverse Power Flow - max 15814
12630

1,571
1392 Y LTC Radial 5080.751 1223.213 0 0

Moore Lake
MOL_TR02

MOL076 0.9 Thermal for Gen - min 1.952 Reverse Power Flow - max 15814
12630

2,732
2437 Y LTC Radial 5080.751 1223.213 0 0

Moore Lake
MOL_TR02

MOL077 0.9 Thermal for Gen - min 1.168 Reverse Power Flow - max 15814
12630

1,272
1170 Y LTC Radial 5080.751 1223.213 0 0

Moore Lake
MOL_TR02

MOL078 0.9 Thermal for Gen - min 1.696 Reverse Power Flow - max 15814
12630

2,159
1838 Y LTC Radial 5080.751 1223.213 51.607 0

Moore Lake
MOL_TR02

MOL079 0.9 Thermal for Gen - min 1.256 Reverse Power Flow - max 15814
12630

1,888
1635 Y LTC Radial 5080.751 1223.213 0 2.61

Morgan
MGN_TR01

MGN211 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1455
1455

1,455
1455 N Regulator Radial 3065.32 5720 3065.32 5720

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Morristown
MTW_TR01

MTW021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

554
554

558
558.2 N Regulator Radial 4024.57 2872.616 4024.57 2872.616

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Mound
MND_TR01

MND061 0.336 Reverse Power Flow - 
min

0.336 Reverse Power Flow - max 6738
5217

1,369
1113 Y LTC Radial 79.731 45.708 18.306 0

Mound
MND_TR01

MND062 0.6 Thermal for Gen - min 0.848 Reverse Power Flow - max 6738
5217

3,162
2510 Y LTC Radial 79.731 45.708 12.8 36.068

Mound
MND_TR01

MND063 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

6738
5217

2,222
1746 Y LTC Radial 79.731 45.708 48.625 9.64

Mound
MND_TR02

MND071 0.448 Reverse Power Flow - 
min

0.448 Reverse Power Flow - max 4850
3904

1,875
1516 Y LTC Radial 6.2 14.858 0 0

Mound
MND_TR02

MND072 0.3 Thermal for Gen - min 0.968 Reverse Power Flow - max 4850
3904

3,013
2280 Y LTC Radial 6.2 14.858 6.2 14.858

Nerstrand
NER_TR01

NER021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

341
341

341
341.4 N Regulator Radial 3000 39.55 3000 39.55

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Nine Mile Creek
NMC_TR01

NMC063 4.224 Reverse Power Flow - 
min

4.224 Reverse Power Flow - max 10765
10765

5,358
5354 Y LTC Radial 0 0 0 0

Nine Mile Creek
NMC_TR01

NMC064 4.176 Reverse Power Flow - 
min

4.176 Reverse Power Flow - max 10765
10765

5,309
5309 Y LTC Radial 0 0 0 0

Nine Mile Creek
NMC_TR02

NMC082 0.9 Thermal for Gen - min 2.744 Reverse Power Flow - max 12246
8641

3,429
3037 Y LTC Radial 5.51 88.782 0 48.784

Nine Mile Creek
NMC_TR02

NMC083 1 Thermal for Gen - min 2.112 Reverse Power Flow - max 12246
8641

2,670
2286 Y LTC Radial 5.51 88.782 5.51 39.998

Nine Mile Creek
NMC_TR02

NMC092 0.9 Thermal for Gen - min 1.728 Reverse Power Flow - max 12246
8641

2,207
2204 Y LTC Radial 5.51 88.782 0 0

Nine Mile Creek
NMC_TR02

NMC093 0.9 Thermal for Gen - min 2.08 Reverse Power Flow - max 12246
8641

2,598
2262 Y LTC Radial 5.51 88.782 0 0

Northfield
NOF_TR01

NOF061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4724
4724

2,434
2434.4 N LTC Radial 12674.116 3039.636 12674.116 3039.636

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Northfield
NOF_TR01

NOF062 0.7 Thermal for Gen - min 1.168 Reverse Power Flow - max 4724
4724

1,502
1502 Y LTC Radial 12674.116 3039.636 0 0

Northfield
NOF_TR02

NOF071 0.4 Primary Over-Voltage - 
min

1.56 Reverse Power Flow - max 4371
4371

1,931
1931.2 N LTC Radial 6048.815 2029.123 6030.615 1016.363

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Northfield
NOF_TR02

NOF072 0.2 Thermal for Gen - min 1.952 Reverse Power Flow - max 4371
4371

2,489
2131 Y LTC Radial 6048.815 2029.123 6.7 1012.76

Northfield
NOF_TR02

NOF073 0.568 Reverse Power Flow - 
min

0.568 Reverse Power Flow - max 4371
4371

699
580 Y LTC Radial 6048.815 2029.123 11.5 0

Oak Park
OPK_TR07

OPK065 0.4 Thermal for Gen - min 1.24 Reverse Power Flow - max 6763
6430

1,872
1238 Y LTC Radial 37.072 0 37.072 0

Oak Park
OPK_TR07

OPK066 0.64 Reverse Power Flow - 
min

0.64 Reverse Power Flow - max 6763
6430

881
880 Y LTC Radial 37.072 0 0 0

Oak Park
OPK_TR07

OPK067 0.4 Primary Over-Voltage - 
min

1.93 Breaker Relay Reduction 
of Reach - max

6763
6430

1,534
1534 Y LTC Radial 37.072 0 0 0

Oak Park
OPK_TR08

OPK071 0.584 Reverse Power Flow - 
min

0.584 Reverse Power Flow - max 7251
7281

870
739 Y LTC Radial 218.427 3903.907 3 0

Oak Park
OPK_TR08

OPK072 0.864 Reverse Power Flow - 
min

0.864 Reverse Power Flow - max 7251
7281

1,288
1209 Y LTC Radial 218.427 3903.907 3 3.6

Oak Park
OPK_TR08

OPK073 0.2 Primary Over-Voltage - 
min

1.44 Reverse Power Flow - max 7251
7281

2,020
1955 Y LTC Radial 218.427 3903.907 92.172 52.54

Oak Park
OPK_TR08

OPK074 1.56 Reverse Power Flow - 
min

1.56 Reverse Power Flow - max 7251
7281

1,976
1658 Y LTC Radial 218.427 3903.907 0 0

Oak Park
OPK_TR08

OPK075 0.68 Reverse Power Flow - 
min

0.68 Reverse Power Flow - max 7251
7281

1,019
1019 Y LTC Radial 218.427 3903.907 0 0

Oak Park
OPK_TR08

OPK077 0.5 Thermal for Gen - min 2.256 Reverse Power Flow - max 7251
7281

3,321
2665 Y LTC Radial 218.427 3903.907 120.255 3847.767

Oakdale
OAD_TR01

OAD061 1 Thermal for Gen - min 1.552 Reverse Power Flow - max 8481
6434

2,138
2138 Y LTC Radial 153.867 6 6.027 6

Oakdale
OAD_TR01

OAD062 0.744 Reverse Power Flow - 
min

0.744 Reverse Power Flow - max 8481
6434

1,020
1020 Y LTC Radial 153.867 6 5.04 0

Oakdale
OAD_TR01

OAD063 0.9 Thermal for Gen - min 1.8 Reverse Power Flow - max 8481
6434

2,435
2159 Y LTC Radial 153.867 6 11 0

Oakdale
OAD_TR01

OAD064 1.2 Primary Over-Voltage - 
min

1.584 Reverse Power Flow - max 8481
6434

2,309
1712 Y LTC Radial 153.867 6 4.8 0

Oakdale
OAD_TR01

OAD065 0.9 Thermal for Gen - min 1.44 Reverse Power Flow - max 8481
6434

2,121
2121 Y LTC Radial 153.867 6 127 0

Oakdale
OAD_TR02

OAD071 0.6 Thermal for Gen - min 1.712 Reverse Power Flow - max 7266
4185

2,220
1628 Y LTC Radial 141.537 112.121 8.7 0

Oakdale
OAD_TR02

OAD072 0.7 Primary Over-Voltage - 
min

1.76 Reverse Power Flow - max 7266
4185

2,354
2002 Y LTC Radial 141.537 112.121 7.616 0

Oakdale
OAD_TR02

OAD073 0.9 Thermal for Gen - min 1.12 Reverse Power Flow - max 7266
4185

1,649
1432 Y LTC Radial 141.537 112.121 38.885 10.121

Oakdale
OAD_TR02

OAD074 0.9 Thermal for Gen - min 1.248 Reverse Power Flow - max 7266
4185

1,746
1456 Y LTC Radial 141.537 112.121 18 102

Oakdale
OAD_TR02

OAD075 1.1 Thermal for Gen - min 2.704 Reverse Power Flow - max 7266
4185

3,443
1789 Y LTC Radial 141.537 112.121 68.336 0

Orono
ORO_TR01

ORO061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

5192
4472

2,040
1612 Y LTC Radial 268.47 505.495 0 146.958

Orono
ORO_TR01

ORO062 0.9 Thermal for Gen - min 2.352 Reverse Power Flow - max 5192
4472

3,354
2720 Y LTC Radial 268.47 505.495 268.47 358.537

Osseo
OSS_TR01

OSS061 0.9 Thermal for Gen - min 1.624 Reverse Power Flow - max 14186
12434

2,154
2154 Y LTC Radial 88.32 54.563 0 0

Osseo
OSS_TR01

OSS062 0.9 Thermal for Gen - min 2.232 Reverse Power Flow - max 14186
12434

3,027
2433 Y LTC Radial 88.32 54.563 35 11.363

Osseo
OSS_TR01

OSS063 0.5 Primary Over-Voltage - 
min

0.64 Reverse Power Flow - max 14186
12434

1,005
906 Y LTC Radial 88.32 54.563 3 0

Osseo
OSS_TR01

OSS064 0.6 Thermal for Gen - min 1.456 Reverse Power Flow - max 14186
12434

1,924
1860 Y LTC Radial 88.32 54.563 10.32 0

Osseo
OSS_TR01

OSS065 1.5 Thermal for Gen - min 2.352 Reverse Power Flow - max 14186
12434

2,983
2687 Y LTC Radial 88.32 54.563 5 0

Osseo
OSS_TR01

OSS066 1.5 Thermal for Gen - min 1.512 Reverse Power Flow - max 14186
12434

2,022
1726 Y LTC Radial 88.32 54.563 35 43.2

Osseo
OSS_TR02

OSS071 0.9 Thermal for Gen - min 1.432 Reverse Power Flow - max 11369
9817

1,879
1140 Y LTC Radial 338.992 697.943 177.998 0

Osseo
OSS_TR02

OSS072 0.344 Reverse Power Flow - 
min

0.344 Reverse Power Flow - max 11369
9817

447
447 Y LTC Radial 338.992 697.943 155.994 633.2

Osseo
OSS_TR02

OSS073 0.2 Primary Over-Voltage - 
min

1.368 Reverse Power Flow - max 11369
9817

1,844
1603 Y LTC Radial 338.992 697.943 5 7.616

Osseo
OSS_TR02

OSS074 0.568 Reverse Power Flow - 
min

0.568 Reverse Power Flow - max 11369
9817

721
721 Y LTC Radial 338.992 697.943 0 0

Osseo
OSS_TR02

OSS075 1.2 Primary Over-Voltage - 
min

1.512 Reverse Power Flow - max 11369
9817

1,942
1844 Y LTC Radial 338.992 697.943 0 0

Osseo
OSS_TR02

OSS076 1.072 Reverse Power Flow - 
min

1.072 Reverse Power Flow - max 11369
9817

1,414
1020 Y LTC Radial 338.992 697.943 0 5

Osseo
OSS_TR02

OSS077 0.288 Reverse Power Flow - 
min

0.288 Reverse Power Flow - max 11369
9817

2,040
1726 Y LTC Radial 338.992 697.943 0 52.127

Parkers Lake
PKL_TR01

PKL061 1.2 Thermal for Gen - min 2.224 Reverse Power Flow - max 11916
9785

2,902
2571 Y LTC Radial 0 2538.376 0 400

Parkers Lake
PKL_TR01

PKL062 0.984 Reverse Power Flow - 
min

0.984 Reverse Power Flow - max 11916
9785

1,237
1237 Y LTC Radial 0 2538.376 0 2125

Parkers Lake
PKL_TR01

PKL063 0.6 Primary Over-Voltage - 
min

0.664 Reverse Power Flow - max 11916
9785

922
906 Y LTC Radial 0 2538.376 0 0

Parkers Lake
PKL_TR01

PKL064 1.2 Primary Over-Voltage - 
min

1.336 Reverse Power Flow - max 11916
9785

1,803
1503 Y LTC Radial 0 2538.376 0 7.616

Parkers Lake
PKL_TR01

PKL065 0.4 Primary Over-Voltage - 
min

1.192 Reverse Power Flow - max 11916
9785

1,612
1105 Y LTC Radial 0 2538.376 0 0

Parkers Lake
PKL_TR01

PKL066 0.568 Reverse Power Flow - 
min

0.568 Reverse Power Flow - max 11916
9785

806
707 Y LTC Radial 0 2538.376 0 5.76

Parkers Lake
PKL_TR02

PKL071 0.9 Thermal for Gen - min 2.488 Reverse Power Flow - max 12462
10766

2,402
2102 Y LTC Radial 134.994 145.418 120 139.898

Parkers Lake
PKL_TR02

PKL072 0.9 Thermal for Gen - min 0.976 Reverse Power Flow - max 12462
10766

1,265
1118 Y LTC Radial 134.994 145.418 0 0

Parkers Lake
PKL_TR02

PKL073 0.576 Reverse Power Flow - 
min

0.576 Reverse Power Flow - max 12462
10766

854
762 Y LTC Radial 134.994 145.418 0 0

Parkers Lake
PKL_TR02

PKL074 0.7 Primary Over-Voltage - 
min

1.576 Reverse Power Flow - max 12462
10766

2,231
2894 Y LTC Radial 134.994 145.418 0 0

Parkers Lake
PKL_TR02

PKL075 1 Primary Over-Voltage - 
min

1.32 Reverse Power Flow - max 12462
10766

2,002
1602 Y LTC Radial 134.994 145.418 14.994 5.52

Parkers Lake
PKL_TR03

PKL081 0.7 Primary Over-Voltage - 
min

0.808 Reverse Power Flow - max 10539
8927

1,414
1217 Y LTC Radial 59.81 648.39 0 0

Parkers Lake
PKL_TR03

PKL082 0.3 Primary Over-Voltage - 
min

1.088 Reverse Power Flow - max 10539
8927

1,432
1265 Y LTC Radial 59.81 648.39 0 0

Parkers Lake
PKL_TR03

PKL083 1.432 Reverse Power Flow - 
min

1.432 Reverse Power Flow - max 10539
8927

1,965
1628 Y LTC Radial 59.81 648.39 11.39 0

Parkers Lake
PKL_TR03

PKL084 1.5 Primary Over-Voltage - 
min

2.072 Reverse Power Flow - max 10539
8927

2,657
2617 Y LTC Radial 59.81 648.39 30 625

Parkers Lake
PKL_TR03

PKL085 0.7 Primary Over-Voltage - 
min

1.264 Reverse Power Flow - max 10539
8927

1,800
1603 Y LTC Radial 59.81 648.39 18.42 23.39

Paynesville Transmission
PAT_TR04

PAT312 0.008 Reverse Power Flow - 
min

0.32 Breaker Relay Reduction 
of Reach - max

5428
5057

5,428
5057 Y LTC Radial 3021.97 7033.994 3021.97 7033.994

Paynesville Transmission
PAT_TR03

PAT313 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

4830
4580

4,170
3420 Y LTC Radial 16036.724 2879.996 16036.724 2000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Paynesville Transmission
PAT_TR03

PAT314 0.1 Primary Over-Voltage - 
min

0.528 Reverse Power Flow - max 4830
4580

701
701 Y LTC Radial 16036.724 2879.996 0 879.996
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Pine Bend 
PBE_TR03

PBE061 0.5 Thermal for Gen - min 0.752 Reverse Power Flow - max 1084
1084

1,165
1165 N Regulator Radial 0 1005.137 0 1005.137

Pine Island
PIL_TR01

PIL021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

940
940

940
939.8 N Regulator Radial 8629.38 32.655 8629.38 32.655

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Pine Island
PIL_TR02

PIL022 0.1 Primary Over-Voltage - 
min

0.912 Reverse Power Flow - max 1392
1392

1,392
1391.8 N Regulator Radial 5 26.33 5 26.33

Pipestone
PIP_TR01

PIP061 0.6 Thermal for Gen - min 1.584 Reverse Power Flow - max 3746
2290

2,121
1530 Y Regulator Radial 50.8 1000 0 0

Pipestone
PIP_TR01

PIP062 0.5 Thermal for Gen - min 0.888 Reverse Power Flow - max 3746
2290

1,140
762 Y Regulator Radial 50.8 1000 50.8 1000

Pipestone
PIP_TR03

PIP090 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

601
453

601
453 Y Regulator Radial 5493.9 87 5493.9 87

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Plato
PLA_TR01

PLA022 0.1 Primary Over-Voltage - 
min

0.78 Breaker Relay Reduction 
of Reach - max

2693
2617

510
412 Y Regulator Radial 40 6000 40 6000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Plato
PLA_TR01

PLA023 1.304 Reverse Power Flow - 
min

1.304 Reverse Power Flow - max 2693
2617

1,720
1720.2 N Regulator Radial 40 6000 0 0

Prior
PRR_TR01

PRR061 0.3 Thermal for Gen - min 1.72 Reverse Power Flow - max 4563
4305

2,135
1862 Y LTC Radial 145 901.24 125 238.04

Prior
PRR_TR01

PRR062 0.592 Reverse Power Flow - 
min

0.592 Reverse Power Flow - max 4563
4305

811
788 Y LTC Radial 145 901.24 20 663.2

Prior
PRR_TR01

PRR063 0.9 Thermal for Gen - min 1.024 Reverse Power Flow - max 4563
4305

1,261
1172 Y LTC Radial 145 901.24 0 0

Ramsey
RAM_TR01

RAM061 1 Thermal for Gen - min 1.032 Reverse Power Flow - max 4046
4046

1,540
1404 Y Regulator Radial 69.182 56.274 22.857 11.39

Ramsey
RAM_TR01

RAM062 0.9 Thermal for Gen - min 1.032 Reverse Power Flow - max 4046
4046

1,414
1345 Y Regulator Radial 69.182 56.274 15.28 15.232

Ramsey
RAM_TR01

RAM063 0.9 Thermal for Gen - min 1.512 Reverse Power Flow - max 4046
4046

2,012
1565 Y Regulator Radial 69.182 56.274 0 0

Ramsey
RAM_TR01

RAM064 0.9 Thermal for Gen - min 1.608 Reverse Power Flow - max 4046
4046

2,354
1838 Y Regulator Radial 69.182 56.274 31.045 29.652

Ramsey
RAM_TR02

RAM071 1.1 Thermal for Gen - min 2.152 Reverse Power Flow - max 10073
8460

2,879
2220 Y Regulator Radial 235.907 92.75 7.76 24.86

Ramsey
RAM_TR02

RAM072 0.9 Thermal for Gen - min 1.16 Reverse Power Flow - max 10073
8460

1,712
1432 Y Regulator Radial 235.907 92.75 54.999 5

Ramsey
RAM_TR02

RAM073 0.6 Primary Over-Voltage - 
min

1.09 Breaker Relay Reduction 
of Reach - max

10073
8460

2,408
1970 Y Regulator Radial 235.907 92.75 150.934 44.3

Ramsey
RAM_TR02

RAM077 0.4 Thermal for Gen - min 2.008 Reverse Power Flow - max 10073
8460

2,693
2581 Y Regulator Radial 235.907 92.75 22.214 18.59

Rapidan
RAP_TR01

RAP081 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

474
474

474
473.6 N Regulator Radial 1243.92 0 1243.92 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Red River
RED_TR02

RED091 0.1 Primary Over-Voltage - 
min

0.38 Breaker Relay Reduction 
of Reach - max

21414
16997

5,338
4351 Y LTC Radial 0 39.998 0 39.998

Red Rock

RRK_TR01

RRK061 0.656 Reverse Power Flow - 
min

0.656 Reverse Power Flow - max 13124

12090

1,099

941 Y Regulator Radial 3055.12 20.991 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR01

RRK062 1.5 Thermal for Gen - min 4.296 Reverse Power Flow - max 13124

12090

5,412

5412 Y Regulator Radial 3055.12 20.991 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR01

RRK063 0.9 Thermal for Gen - min 1.85 Breaker Relay Reduction 
of Reach - max

13124

12090

3,081

2921 Y Regulator Radial 3055.12 20.991 3.15 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR01

RRK064 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

13124

12090

2,302

2302 Y Regulator Radial 3055.12 20.991 3051.97 20.991

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades. Feeder has 
Voltage Supervisory Reclosing 
(VSR) at the substation

Red Rock

RRK_TR02

RRK071 1.5 Thermal for Gen - min 5.208 Reverse Power Flow - max 8805

8805

6,628

6628 Y Regulator Radial 0 0 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR02

RRK072 0.648 Reverse Power Flow - 
min

0.648 Reverse Power Flow - max 8805

8805

1,221

1020 Y Regulator Radial 0 0 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR03

RRK081 4.408 Reverse Power Flow - 
min

4.408 Reverse Power Flow - max 9177

8891

5,567

5567 Y Regulator Radial 33.195 3.48 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR03

RRK082 0.4 Primary Over-Voltage - 
min

0.56 Reverse Power Flow - max 9177

8891

1,063

985 Y Regulator Radial 33.195 3.48 33.195 3.48

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Rock

RRK_TR03

RRK083 0.9 Thermal for Gen - min 1.832 Reverse Power Flow - max 9177

8891

2,485

2302 Y Regulator Radial 33.195 3.48 0 0

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

Red Wing
REW_TR01

REW021 0.3 Primary Over-Voltage - 
min

1.6 Breaker Relay Reduction 
of Reach - max

4103
3473

632
632 Y Regulator Radial 4891.982 23.57 0 12.18

Red Wing
REW_TR01

REW022 0.8 Thermal for Gen - min 0.84 Reverse Power Flow - max 4103
3473

1,100
762 Y Regulator Radial 4891.982 23.57 0 0

Red Wing
REW_TR01

REW023 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4103
3473

1,687
1500 Y Regulator Radial 4891.982 23.57 4891.982 11.39

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Red Wing
REW_TR02

REW031 0.8 Thermal for Gen - min 1.24 Reverse Power Flow - max 4855
3785

2,102
1700 Y Regulator Radial 96.39 8.787 52.2 3.747

Red Wing
REW_TR02

REW032 0.672 Reverse Power Flow - 
min

0.672 Reverse Power Flow - max 4855
3785

900
600 Y Regulator Radial 96.39 8.787 4.35 0

Red Wing
REW_TR02

REW033 0.6 Primary Over-Voltage - 
min

0.752 Reverse Power Flow - max 4855
3785

1,044
854 Y Regulator Radial 96.39 8.787 39.84 5.04

Renville
RNV_TR01

RNV021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

603
603

601
600.6 N Regulator Radial 1027.59 3000 1027.59 3000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Rich Spring
RSP_TR01

RSP061 0.888 Reverse Power Flow - 
min

0.888 Reverse Power Flow - max 1179
1179

1,174
1174.4 N Regulator Radial 986 0 986 0

Rich Valley
RVA_TR01

RVA061 0.6 Primary Over-Voltage - 
min

2.2 Reverse Power Flow - max 7695
7244

2,723
2722.8 N LTC Radial 110.45 14.16 50.45 14.16

Rich Valley
RVA_TR01

RVA062 0.1 Primary Over-Voltage - 
min

0.232 Reverse Power Flow - max 7695
7244

2,260
2260 N LTC Radial 110.45 14.16 60 0

Rich Valley
RVA_TR01

RVA063 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

7695
7244

0
0 N LTC Radial 110.45 14.16 0 0

Richmond
RCH_TR01

RCH061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

755
775

800
799.6 N Regulator Radial 5005.04 0 5005.04 0

Riverside
RIV_TR01

RIV061 0.9 Thermal for Gen - min 1.072 Reverse Power Flow - max 7367
6964

1,704
1258 Y LTC Radial 1366.94 562.804 11.02 18.47

Riverside
RIV_TR01

RIV062 0.9 Thermal for Gen - min 1.368 Reverse Power Flow - max 7367
6964

1,887
1664 Y LTC Radial 1366.94 562.804 2.32 32.644

Riverside
RIV_TR01

RIV063 0.5 Thermal for Gen - min 2.048 Reverse Power Flow - max 7367
6964

2,797
2797 Y LTC Radial 1366.94 562.804 1313.6 511.69

Riverside
RIV_TR01

RIV064 0.8 Thermal for Gen - min 0.928 Reverse Power Flow - max 7367
6964

1,341
1341 Y LTC Radial 1366.94 562.804 40 0

Riverside
RIV_TR01

RIV065 1.672 Reverse Power Flow - 
min

1.672 Reverse Power Flow - max 7367
6964

537
537 Y LTC Radial 1366.94 562.804 0 0

Riverside
RIV_TR01

RIV066 0.576 Reverse Power Flow - 
min

0.576 Reverse Power Flow - max 7367
6964

747
701 Y LTC Radial 1366.94 562.804 0 0

Riverside
RIV_TR02

RIV071 0.328 Reverse Power Flow - 
min

0.328 Reverse Power Flow - max 7424
7355

741
724 Y LTC Radial 6.002 39.747 0 0

Riverside
RIV_TR02

RIV072 0.112 Reverse Power Flow - 
min

0.112 Reverse Power Flow - max 7424
7355

186
186 Y LTC Radial 6.002 39.747 0 0

Riverside
RIV_TR02

RIV073 0.9 Thermal for Gen - min 0.968 Reverse Power Flow - max 7424
7355

1,470
1148 Y LTC Radial 6.002 39.747 6.002 39.747

Riverside
RIV_TR02

RIV074 0.096 Reverse Power Flow - 
min

0.096 Reverse Power Flow - max 7424
7355

123
123 Y LTC Radial 6.002 39.747 0 0

Riverside
RIV_TR02

RIV075 0.608 Reverse Power Flow - 
min

0.608 Reverse Power Flow - max 7424
7355

824
824 Y LTC Radial 6.002 39.747 0 0

Riverside
RIV_TR02

RIV076 1 Thermal for Gen - min 1.528 Reverse Power Flow - max 7424
7355

2,139
2024 Y LTC Radial 6.002 39.747 0 0

Riverwood
RWD_TR01

RWD061 0.5 Thermal for Gen - min 1.216 Reverse Power Flow - max 5708
4927

1,533
1842 Y LTC Radial 78.981 14.576 0 0

Riverwood
RWD_TR01

RWD062 0.9 Thermal for Gen - min 1.64 Reverse Power Flow - max 5708
4927

2,035
2035 Y LTC Radial 78.981 14.576 19.999 6.96

Riverwood
RWD_TR01

RWD063 1.3 Primary Over-Voltage - 
min

1.608 Reverse Power Flow - max 5708
4927

2,013
1764 Y LTC Radial 78.981 14.576 58.982 7.616

Riverwood
RWD_TR02

RWD081 1.264 Reverse Power Flow - 
min

1.264 Reverse Power Flow - max 3276
3112

1,591
1502 Y LTC Radial 35.1 23.99 5.1 0

Riverwood
RWD_TR02

RWD082 0.5 Thermal for Gen - min 1.416 Reverse Power Flow - max 3276
3112

1,790
1591 Y LTC Radial 35.1 23.99 30 23.99

Rock River
ROC_TR01

ROC090 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

754
754 363 363 Y Regulator Radial 6700 0 4700 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Rock River
ROC_TR01

ROC091 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

754
754

736 736
Y Regulator Radial 6700 0 2000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Rogers Lake
RLK_TR01

RLK064 0.8 Primary Over-Voltage - 
min

1.288 Reverse Power Flow - max 11235
10521

1,703
1513 Y LTC Radial 593.49 77.001 18 10.496

Rogers Lake
RLK_TR01

RLK065 0.8 Thermal for Gen - min 1.408 Reverse Power Flow - max 11235
10521

2,209
2209 Y LTC Radial 593.49 77.001 337.625 30.745

Rogers Lake
RLK_TR01

RLK066 0.616 Reverse Power Flow - 
min

0.616 Reverse Power Flow - max 11235
10521

900
851 Y LTC Radial 593.49 77.001 61.686 21.25

Rogers Lake
RLK_TR01

RLK068 1.5 Thermal for Gen - min 2.424 Reverse Power Flow - max 11235
10521

2,864
2571 Y LTC Radial 593.49 77.001 0 0

Rogers Lake
RLK_TR01

RLK069 0.7 Thermal for Gen - min 1.688 Reverse Power Flow - max 11235
10521

2,309
1931 Y LTC Radial 593.49 77.001 176.179 14.51

Rogers Lake
RLK_TR02

RLK071 0.5 Thermal for Gen - min 2.056 Reverse Power Flow - max 8732
7203

2,730
2302 Y LTC Radial 68.739 135.114 35.519 114.952

Rogers Lake
RLK_TR02

RLK072 0.9 Thermal for Gen - min 1.064 Reverse Power Flow - max 8732
7203

1,432
1105 Y LTC Radial 68.739 135.114 4.8 9.57

Rogers Lake
RLK_TR02

RLK073 1 Thermal for Gen - min 1.712 Reverse Power Flow - max 8732
7203

2,126
1838 Y LTC Radial 68.739 135.114 18.82 10.592

Rogers Lake
RLK_TR02

RLK079 0.6 Thermal for Gen - min 2.072 Reverse Power Flow - max 8732
7203

2,596
1992 Y LTC Radial 68.739 135.114 9.6 0

Rose Place
RPL_TR01

RPL061 0.9 Thermal for Gen - min 1.848 Reverse Power Flow - max 8848
6630

2,463
2113 Y LTC Radial 67.41 21.69 11.615 0

Rose Place
RPL_TR01

RPL062 0.872 Reverse Power Flow - 
min

0.872 Reverse Power Flow - max 8848
6630

1,094
597 Y LTC Radial 67.41 21.69 0 0

Rose Place
RPL_TR01

RPL063 1 Thermal for Gen - min 2.304 Reverse Power Flow - max 8848
6630

2,988
2534 Y LTC Radial 67.41 21.69 28.46 12.37

Rose Place
RPL_TR01

RPL064 0.9 Thermal for Gen - min 2.208 Reverse Power Flow - max 8848
6630

2,849
2533 Y LTC Radial 67.41 21.69 27.335 9.32

Rose Place
RPL_TR02

RPL071 0.9 Thermal for Gen - min 2.152 Reverse Power Flow - max 10288
7612

2,684
2610 Y LTC Radial 74.998 77.938 35 0

Rose Place
RPL_TR02

RPL072 0.9 Thermal for Gen - min 1.024 Reverse Power Flow - max 10288
7612

1,500
1253 Y LTC Radial 74.998 77.938 0 0

Rose Place
RPL_TR02

RPL073 0.9 Thermal for Gen - min 1.664 Reverse Power Flow - max 10288
7612

2,113
1814 Y LTC Radial 74.998 77.938 0 0

Rose Place
RPL_TR02

RPL074 0.9 Thermal for Gen - min 2.232 Reverse Power Flow - max 10288
7612

2,893
2621 Y LTC Radial 74.998 77.938 39.998 77.938

Rose Place
RPL_TR02

RPL075 0.4 Reverse Power Flow - 
min

0.4 Reverse Power Flow - max 10288
7612

497
423 Y LTC Radial 74.998 77.938 0 0

Rosemount
RMT_TR01

RMT311 0.1 Primary Over-Voltage - 
min

0.74 Breaker Relay Reduction 
of Reach - max

5515
5515

2,361
2361.2 N LTC Radial 11031.27 33.724 10000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Rosemount
RMT_TR01

RMT312 0.1 Primary Over-Voltage - 
min

0.15 Breaker Relay Reduction 
of Reach - max

5515
5515

4,539
4539.2 N LTC Radial 11031.27 33.724 1031.27 33.724

Sacred Heart
SCH_TR01

SCH001 0.1 Primary Over-Voltage - 
min

0.128 Reverse Power Flow - max 634
634

196
195.8 N Regulator Radial 2026.3 4030 0 1000

Sacred Heart
SCH_TR01

SCH211 0 Additional Element 
Fault Current - min

0 Breaker Relay Reduction 
of Reach - max

634
634

338
337.6 N Regulator Radial 2026.3 4030 2026.3 3030

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Saint Cloud
SCL_TR01

SCL311 0.4 Primary Over-Voltage - 
min

2.824 Reverse Power Flow - max 16286
11858

3,569
2542 Y LTC Radial 7.86 584.504 0 4.64

Saint Cloud
SCL_TR01

SCL312 0.1 Primary Over-Voltage - 
min

0.55 Breaker Relay Reduction 
of Reach - max

16286
11858

6,687
4726 Y LTC Radial 7.86 584.504 7.86 579.864

Saint Cloud
SCL_TR01

SCL313 0.1 Thermal for Gen - min 1.12 Breaker Relay Reduction 
of Reach - max

16286
11858

8,219
6583 Y LTC Radial 7.86 584.504 0 0

Saint Cloud

SCL_TR02

SCL322 0.1 Primary Over-Voltage - 
min

0.53 Breaker Relay Reduction 
of Reach - max

6789

6789

4,469

4469.2 N LTC Radial 34945.94 4988.054 34945.94 4983.054

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades. Feeder has 
Voltage Supervisory Reclosing 
(VSR) at the substation

Saint Cloud
SCL_TR02

SCL323 0.1 Primary Over-Voltage - 
min

1.544 Reverse Power Flow - max 6789
6789

2,116
1914 Y LTC Radial 34945.94 4988.054 0 5

Saint John's
SJO_TR01

SJO001 0.4 Reverse Power Flow - 
min

0.4 Reverse Power Flow - max 505
505

505
505 N Regulator Radial 0 0 0 0

Saint Joseph
STO_TR01

STO001 0.512 Reverse Power Flow - 
min

0.512 Reverse Power Flow - max 1238
1238

662
662.4 N Regulator Radial 13.856 42.66 0 0

Saint Joseph
STO_TR01

STO002 0.1 Primary Over-Voltage - 
min

0.432 Reverse Power Flow - max 1238
1238

640
639.8 N Regulator Radial 13.856 42.66 13.856 42.66

Saint Louis Park
SLP_TR04

SLP071 0.6 Thermal for Gen - min 1.608 Reverse Power Flow - max 18761
13419

2,171
1923 Y LTC Radial 264.183 74.571 6.747 21.4

Saint Louis Park
SLP_TR04

SLP072 0.2 Thermal for Gen - min 1.888 Reverse Power Flow - max 18761
13419

2,489
2206 Y LTC Radial 264.183 74.571 17.489 9.994

Saint Louis Park
SLP_TR04

SLP073 0.3 Thermal for Gen - min 1.712 Reverse Power Flow - max 18761
13419

2,391
2276 Y LTC Radial 264.183 74.571 38 10.08

Saint Louis Park
SLP_TR04

SLP074 0.3 Thermal for Gen - min 1.06 Breaker Relay Reduction 
of Reach - max

18761
13419

2,869
2581 Y LTC Radial 264.183 74.571 158.2 0

Saint Louis Park
SLP_TR04

SLP075 0.5 Thermal for Gen - min 1.664 Reverse Power Flow - max 18761
13419

2,231
1950 Y LTC Radial 264.183 74.571 40 5

Saint Louis Park
SLP_TR04

SLP076 0.9 Thermal for Gen - min 1.856 Reverse Power Flow - max 18761
13419

2,499
2090 Y LTC Radial 264.183 74.571 3.747 20.267

Saint Louis Park
SLP_TR04

SLP077 0.9 Thermal for Gen - min 1.232 Reverse Power Flow - max 18761
13419

1,947
1639 Y LTC Radial 264.183 74.571 0 7.83

Saint Louis Park
SLP_TR05

SLP081 0.9 Thermal for Gen - min 1.368 Reverse Power Flow - max 15620
11823

2,058
1921 Y LTC Radial 2770.922 114.305 12.18 9.994

Saint Louis Park
SLP_TR05

SLP082 0.9 Thermal for Gen - min 2.104 Reverse Power Flow - max 15620
11823

3,047
2055 Y LTC Radial 2770.922 114.305 50.323 24.474

Saint Louis Park
SLP_TR05

SLP083 0.9 Thermal for Gen - min 1.576 Reverse Power Flow - max 15620
11823

2,210
1811 Y LTC Radial 2770.922 114.305 19.35 8.4

Saint Louis Park
SLP_TR05

SLP084 0.9 Thermal for Gen - min 1.36 Reverse Power Flow - max 15620
11823

2,034
1483 Y LTC Radial 2770.922 114.305 2610.084 40.112

Saint Louis Park
SLP_TR05

SLP085 1 Thermal for Gen - min 1.344 Reverse Power Flow - max 15620
11823

2,021
1537 Y LTC Radial 2770.922 114.305 56.238 25.235

Saint Louis Park
SLP_TR05

SLP086 1 Thermal for Gen - min 2.016 Reverse Power Flow - max 15620
11823

2,758
2279 Y LTC Radial 2770.922 114.305 5 0

Saint Louis Park
SLP_TR05

SLP087 0.9 Thermal for Gen - min 1.096 Reverse Power Flow - max 15620
11823

1,494
1278 Y LTC Radial 2770.922 114.305 17.747 6.09

Saint Louis Park
SLP_TR06

SLP091 0.896 Reverse Power Flow - 
min

0.896 Reverse Power Flow - max 14536
12684

1,343
1151 Y LTC Radial 613.212 71.558 0 0

Saint Louis Park
SLP_TR06

SLP092 0.9 Thermal for Gen - min 1.304 Reverse Power Flow - max 14536
12684

2,177
1874 Y LTC Radial 613.212 71.558 352.51 52.526

Saint Louis Park
SLP_TR06

SLP093 0.4 Primary Over-Voltage - 
min

2.168 Reverse Power Flow - max 14536
12684

3,199
2597 Y LTC Radial 613.212 71.558 40 0

Saint Louis Park
SLP_TR06

SLP094 0.9 Thermal for Gen - min 1.528 Reverse Power Flow - max 14536
12684

2,031
1738 Y LTC Radial 613.212 71.558 0 0

Saint Louis Park
SLP_TR06

SLP095 0.9 Thermal for Gen - min 1.008 Reverse Power Flow - max 14536
12684

1,743
1617 Y LTC Radial 613.212 71.558 3.87 15.232

Saint Louis Park
SLP_TR06

SLP096 0.9 Thermal for Gen - min 2.104 Reverse Power Flow - max 14536
12684

2,618
1987 Y LTC Radial 613.212 71.558 204.216 3.8

Saint Louis Park
SLP_TR06

SLP097 0.5 Thermal for Gen - min 1.272 Reverse Power Flow - max 14536
12684

1,934
2056 Y LTC Radial 613.212 71.558 12.616 0

Saint Louis Park
SLP_TR02

SLP321 0.7 Primary Over-Voltage - 
min

2.21 Breaker Relay Reduction 
of Reach - max

11613
10369

4,367
3562 Y LTC Radial 59.922 0 59.922 0

Saint Louis Park
SLP_TR02

SLP322 0.5 Primary Over-Voltage - 
min

1.62 Breaker Relay Reduction 
of Reach - max

11613
10369

6,217
4743 Y LTC Radial 59.922 0 0 0

Salida Crossing
SDX_TR01

SDX061 0.928 Reverse Power Flow - 
min

0.928 Reverse Power Flow - max 1265
1265

1,265
1265 Y LTC Radial 0 0 0 0

Salida Crossing
SDX_TR02

SDX311 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4688.8
4688.8

1,322
1321.6 Y LTC Radial 8050 6000 8050 6000

Salida Crossing
SDX_TR02

SDX312 0.3 Thermal for Gen - min 1.064 Reverse Power Flow - max 4688.8
4688.8

1,461
1461.2 Y LTC Radial 8050 6000 0 0

Salida Crossing
SDX_TR02

SDX313 2.056 Reverse Power Flow - 
min

2.056 Reverse Power Flow - max 4688.8
4688.8

2,485
2485.4 Y LTC Radial 8050 6000 0 0

Sauk River
SAK_TR01

SAK311 0.1 Primary Over-Voltage - 
min

0.54 Breaker Relay Reduction 
of Reach - max

5239.8
5239.8

3,497
3496.8 Y LTC Radial 13750 1193.2 4750 1026.6

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Sauk River
SAK_TR01

SAK312 0.1 Primary Over-Voltage - 
min

0.83 Breaker Relay Reduction 
of Reach - max

5239.8
5239.8

3,878
3729 Y LTC Radial 13750 1193.2 9000 166.6

Sauk River
SAK_TR02

SAK321 0.7 Primary Over-Voltage - 
min

1.768 Reverse Power Flow - max 2706.8
2706.8

2,707
2706.8 Y Regulator Radial 7 0 7 0

Savage
SAV_TR01

SAV063 0.9 Primary Over-Voltage - 
min

1.68 Reverse Power Flow - max 4027
3365

2,164
2164 Y Regulator Radial 34.195 6 12.495 6

Savage
SAV_TR01

SAV067 0.7 Thermal for Gen - min 2.736 Reverse Power Flow - max 4027
3365

3,507
3495 Y Regulator Radial 34.195 6 0 0

Savage
SAV_TR01

SAV069 0.2 Thermal for Gen - min 0.216 Reverse Power Flow - max 4027
3365

280
244 Y Regulator Radial 34.195 6 21.7 0

Savage
SAV_TR02

SAV071 1 Thermal for Gen - min 1.392 Reverse Power Flow - max 2850
2486

1,781
1781 Y LTC Radial 26.089 3.19 0 3.19

Savage
SAV_TR02

SAV072 0.8 Reverse Power Flow - 
min

0.8 Reverse Power Flow - max 2850
2486

1,016
964 Y LTC Radial 26.089 3.19 0 0

Savage
SAV_TR02

SAV073 0.888 Reverse Power Flow - 
min

0.888 Reverse Power Flow - max 2850
2486

1,144
932 Y LTC Radial 26.089 3.19 26.089 0

Scandia
SCA_TR01

SCA021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2259
2259

2,282
2282 N Regulator Radial 15049.055 28.84 15049.055 28.84

Sedan
SED_TR01

SED061 0.032 Reverse Power Flow - 
min

0.032 Reverse Power Flow - max 70
70

70
70.2 N Regulator Radial 13.6 6 13.6 6

Shepard
SHP_TR01

SHP061 0.9 Thermal for Gen - min 0.944 Reverse Power Flow - max 3354
2927

1,334
922 Y LTC Radial 60.262 0 17.78 0

Shepard
SHP_TR01

SHP062 0.5 Thermal for Gen - min 2.096 Reverse Power Flow - max 3354
2927

2,844
2040 Y LTC Radial 60.262 0 42.482 0

Shepard
SHP_TR01

SHP063 0.848 Reverse Power Flow - 
min

0.848 Reverse Power Flow - max 3354
2927

1,221
1140 Y LTC Radial 60.262 0 0 0

Shepard
SHP_TR02

SHP071 0.9 Thermal for Gen - min 1.504 Reverse Power Flow - max 3354
2927

2,040
1703 Y LTC Radial 26.216 5.51 6 0

Shepard
SHP_TR02

SHP072 0.3 Thermal for Gen - min 0.792 Reverse Power Flow - max 3354
2927

1,105
1020 Y LTC Radial 26.216 5.51 20.216 5.51

Sibley Park
SIP_TR01

SIP061 0.7 Thermal for Gen - min 1.72 Reverse Power Flow - max 11075
8930

2,528
2049 Y LTC Radial 31.559 0 31.559 0

Sibley Park
SIP_TR01

SIP062 1.688 Reverse Power Flow - 
min

1.688 Reverse Power Flow - max 11075
8930

2,024
1972 Y LTC Radial 31.559 0 0 0

Sibley Park
SIP_TR01

SIP063 0.6 Thermal for Gen - min 0.928 Reverse Power Flow - max 11075
8930

1,283
1225 Y LTC Radial 31.559 0 0 0

Sibley Park
SIP_TR02

SIP071 0.2 Thermal for Gen - min 2.016 Reverse Power Flow - max 7274
5591

2,637
0 Y LTC Radial 42.37 0 10 0

Sibley Park
SIP_TR02

SIP072 0.5 Primary Over-Voltage - 
min

1.64 Breaker Relay Reduction 
of Reach - max

7274
5591

2,215
1692 Y LTC Radial 42.37 0 17.01 0

Sibley Park
SIP_TR02

SIP073 0.3 Thermal for Gen - min 1.384 Reverse Power Flow - max 7274
5591

1,874
1637 Y LTC Radial 42.37 0 15.36 0

Slayton West
SLW_TR01

SLW061 0.184 Reverse Power Flow - 
min

0.184 Reverse Power Flow - max 1140
1140

265
265 Y Regulator Radial 1000 13.92 1000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Slayton West
SLW_TR01

SLW062 0.6 Reverse Power Flow - 
min

0.6 Reverse Power Flow - max 1140
1140

927
732 Y Regulator Radial 1000 13.92 0 13.92

South Haven
SOH_TR01

SOH001 0.08 Reverse Power Flow - 
min

0.08 Reverse Power Flow - max 112
112

106
105.8 N Regulator Radial 0 9.994 0 9.994

South Ridge
SRD_TR01

SRD211 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1073
1073

1,073
1073 Y Regulator Radial 0 0 0 0

Southtown
SOU_TR01

SOU061 0.9 Thermal for Gen - min 1.336 Reverse Power Flow - max 12369
9916

1,851
1402 Y LTC Radial 184.948 141.891 26.52 26.034

Southtown
SOU_TR01

SOU063 0.9 Thermal for Gen - min 1.504 Reverse Power Flow - max 12369
9916

2,544
2223 Y LTC Radial 184.948 141.891 51.499 54.73

Southtown
SOU_TR01

SOU064 0.2 Thermal for Gen - min 1.912 Reverse Power Flow - max 12369
9916

2,635
2006 Y LTC Radial 184.948 141.891 73.968 36.251

Southtown
SOU_TR01

SOU065 1.5 Thermal for Gen - min 2.24 Reverse Power Flow - max 12369
9916

2,862
2706 Y LTC Radial 184.948 141.891 11.411 7.616

Southtown
SOU_TR01

SOU066 0.816 Reverse Power Flow - 
min

0.816 Reverse Power Flow - max 12369
9916

1,089
777 Y LTC Radial 184.948 141.891 0 2.9

Southtown
SOU_TR01

SOU069 0.856 Reverse Power Flow - 
min

0.856 Reverse Power Flow - max 12369
9916

1,260
1024 Y LTC Radial 184.948 141.891 21.55 14.36

Southtown
SOU_TR02

SOU072 0.9 Thermal for Gen - min 1.768 Reverse Power Flow - max 12680
10752

2,586
1957 Y LTC Radial 312.183 220.52 101.105 69.274

Southtown
SOU_TR02

SOU073 0.664 Reverse Power Flow - 
min

0.664 Reverse Power Flow - max 12680
10752

1,036
877 Y LTC Radial 312.183 220.52 32.985 5

Southtown
SOU_TR02

SOU075 0.9 Thermal for Gen - min 1.784 Reverse Power Flow - max 12680
10752

2,391
2054 Y LTC Radial 312.183 220.52 60.37 69.617

Southtown
SOU_TR02

SOU076 0.664 Reverse Power Flow - 
min

0.664 Reverse Power Flow - max 12680
10752

1,099
1099 Y LTC Radial 312.183 220.52 2.9 0

Southtown
SOU_TR02

SOU077 1 Thermal for Gen - min 1.592 Reverse Power Flow - max 12680
10752

2,179
1717 Y LTC Radial 312.183 220.52 25.057 34.262

Southtown
SOU_TR02

SOU078 0.5 Thermal for Gen - min 0.768 Reverse Power Flow - max 12680
10752

1,175
1064 Y LTC Radial 312.183 220.52 0 2.4

Southtown
SOU_TR02

SOU079 1 Thermal for Gen - min 1.248 Reverse Power Flow - max 12680
10752

1,900
1705 Y LTC Radial 312.183 220.52 89.766 39.967

Southtown
SOU_TR03

SOU081 0.9 Thermal for Gen - min 0.912 Reverse Power Flow - max 15704
11960

1,216
961 Y LTC Radial 300.332 312.806 35.814 34.274

Southtown
SOU_TR03

SOU082 0.9 Thermal for Gen - min 2.16 Reverse Power Flow - max 15704
11960

2,854
2333 Y LTC Radial 300.332 312.806 46.48 16.73

Southtown
SOU_TR03

SOU083 0.5 Thermal for Gen - min 0.896 Reverse Power Flow - max 15704
11960

1,427
1329 Y LTC Radial 300.332 312.806 65.196 39.276

Southtown
SOU_TR03

SOU084 0.432 Reverse Power Flow - 
min

0.432 Reverse Power Flow - max 15704
11960

783
692 Y LTC Radial 300.332 312.806 15 2.88

Southtown
SOU_TR03

SOU085 0.9 Thermal for Gen - min 2.064 Reverse Power Flow - max 15704
11960

3,248
2658 Y LTC Radial 300.332 312.806 0 36

Southtown
SOU_TR03

SOU086 0.9 Thermal for Gen - min 0.912 Reverse Power Flow - max 15704
11960

1,432
1217 Y LTC Radial 300.332 312.806 100.257 133.2

Southtown
SOU_TR03

SOU087 0.696 Reverse Power Flow - 
min

0.696 Reverse Power Flow - max 15704
11960

1,204
906 Y LTC Radial 300.332 312.806 37.585 50.446

Southtown
SOU_TR03

SOU088 0.2 Thermal for Gen - min 0.608 Reverse Power Flow - max 15704
11960

847
773 Y LTC Radial 300.332 312.806 0 0

Stewart
STW_TR01

STW021 0.024 Reverse Power Flow - 
min

0.024 Reverse Power Flow - max 358
294

358
294 Y Regulator Radial 2000 1000 2000 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Stockyards
STY_TR01

STY061 0.8 Primary Voltage 
Deviation - min

1.34 Breaker Relay Reduction 
of Reach - max

10914
8570

2,900
2220 Y LTC Radial 1199.6 13.891 22.3 10.75

Stockyards
STY_TR01

STY062 0.9 Thermal for Gen - min 1.56 Reverse Power Flow - max 10914
8570

2,309
2000 Y LTC Radial 1199.6 13.891 8.49 3.141

Stockyards
STY_TR01

STY063 0.4 Primary Over-Voltage - 
min

0.6 Primary Over-Voltage - 
max

10914
8570

2,550
2377 Y LTC Radial 1199.6 13.891 1002.9 0

Stockyards
STY_TR01

STY065 0.6 Thermal for Gen - min 1.208 Reverse Power Flow - max 10914
8570

1,599
1516 Y LTC Radial 1199.6 13.891 165.91 0

Stockyards
STY_TR02

STY071 0.9 Thermal for Gen - min 3.45 Breaker Relay Reduction 
of Reach - max

10906
8820

5,122
4119 Y LTC Radial 39.35 325.237 23.04 8.99

Stockyards
STY_TR02

STY072 0.9 Thermal for Gen - min 1.248 Reverse Power Flow - max 10906
8820

1,924
1726 Y LTC Radial 39.35 325.237 5.22 312.5

Stockyards
STY_TR02

STY073 0.5 Thermal for Gen - min 1.328 Reverse Power Flow - max 10906
8820

2,040
1676 Y LTC Radial 39.35 325.237 11.09 0

Stockyards
STY_TR02

STY075 0.9 Thermal for Gen - min 1.064 Reverse Power Flow - max 10906
8820

1,603
1304 Y LTC Radial 39.35 325.237 0 3.747

Summit Ave
SMT_TR01

SMT061 0.7 Thermal for Gen - min 1.944 Reverse Power Flow - max 11602
11602

2,637
2543 Y LTC Radial 8036 3136.183 0 0

Summit Ave
SMT_TR01

SMT062 0.1 Primary Over-Voltage - 
min

0.5 Breaker Relay Reduction 
of Reach - max

11602
11602

2,469
2243 Y LTC Radial 8036 3136.183 0 121.525

Summit Ave
SMT_TR01

SMT063 0.5 Thermal for Gen - min 0.648 Reverse Power Flow - max 11602
11602

1,157
1123 Y LTC Radial 8036 3136.183 0 0

Summit Ave
SMT_TR01

SMT071 1.5 Thermal for Gen - min 1.688 Reverse Power Flow - max 11602
11602

1,079
1047 Y LTC Radial 8036 3136.183 0 0
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Summit Ave
SMT_TR01

SMT072 0.3 Thermal for Gen - min 0.74 Breaker Relay Reduction 
of Reach - max

11602
11602

2,640
2640 Y LTC Radial 8036 3136.183 8036 3014.658

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Summit Ave
SMT_TR02

SMT081 0.9 Thermal for Gen - min 1.664 Reverse Power Flow - max 7798
6986

3,020
2616 Y LTC Radial 1054.94 7 0 0

Summit Ave
SMT_TR02

SMT082 0.1 Primary Over-Voltage - 
min

0.65 Breaker Relay Reduction 
of Reach - max

7798
6986

1,107
1077 Y LTC Radial 1054.94 7 9.48 0

Summit Ave
SMT_TR02

SMT091 0.4 Thermal for Gen - min 1.616 Reverse Power Flow - max 7798
6986

2,576
2272 Y LTC Radial 1054.94 7 5.46 0

Summit Ave
SMT_TR02

SMT092 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 7798
6986

483
483 Y LTC Radial 1054.94 7 1040 7

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Swan Lake
SWN_TR01

SWN021 0.192 Reverse Power Flow - 
min

0.192 Reverse Power Flow - max 1042
1042

448
448.4 N Regulator Radial 7039.98 8000 39.98 0

Swan Lake
SWN_TR01

SWN022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1042
1042

710
709.6 N Regulator Radial 7039.98 8000 7000 8000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Tanner's Lake
TLK_TR01

TLK023 1.664 Reverse Power Flow - 
min

1.664 Reverse Power Flow - max 16651
16625

1,500
1500 N LTC Radial 197.447 46.7 0 0

Tanner's Lake
TLK_TR02

TLK032 0.832 Reverse Power Flow - 
min

0.832 Reverse Power Flow - max 15221
12419

1,590
1590 N LTC Radial 90.24 8.762 0 0

Tanner's Lake
TLK_TR02

TLK034 0.584 Reverse Power Flow - 
min

0.584 Reverse Power Flow - max 15221
12419

1,375
1375.2 N LTC Radial 90.24 8.762 0 0

Tanner's Lake
TLK_TR01

TLK061 0.9 Thermal for Gen - min 1.936 Reverse Power Flow - max 16651
16625

2,548
2375 Y LTC Radial 197.447 46.7 3.747 27.73

Tanner's Lake
TLK_TR01

TLK062 0.9 Thermal for Gen - min 1.688 Reverse Power Flow - max 16651
16625

2,345
2345 Y LTC Radial 197.447 46.7 181 0

Tanner's Lake
TLK_TR01

TLK064 0.9 Thermal for Gen - min 1.136 Reverse Power Flow - max 16651
16625

2,077
1767 Y LTC Radial 197.447 46.7 5 8.91

Tanner's Lake
TLK_TR01

TLK065 0.496 Reverse Power Flow - 
min

0.496 Reverse Power Flow - max 16651
16625

883
882.8 N LTC Radial 197.447 46.7 0 0

Tanner's Lake
TLK_TR01

TLK066 0.6 Thermal for Gen - min 1.832 Reverse Power Flow - max 16651
16625

2,571
1989 Y LTC Radial 197.447 46.7 0 0

Tanner's Lake
TLK_TR01

TLK067 0.5 Thermal for Gen - min 1.56 Reverse Power Flow - max 16651
16625

2,398
1946 Y LTC Radial 197.447 46.7 7.7 10.06

Tanner's Lake
TLK_TR02

TLK071 1.008 Reverse Power Flow - 
min

1.008 Reverse Power Flow - max 15221
12419

1,411
1119 Y LTC Radial 90.24 8.762 35 0

Tanner's Lake
TLK_TR02

TLK073 0.936 Reverse Power Flow - 
min

0.936 Reverse Power Flow - max 15221
12419

1,321
1089 Y LTC Radial 90.24 8.762 46.14 0

Tanner's Lake
TLK_TR02

TLK075 0.9 Thermal for Gen - min 1.48 Reverse Power Flow - max 15221
12419

2,029
1879 Y LTC Radial 90.24 8.762 0 2.962

Tanner's Lake
TLK_TR02

TLK076 0.752 Reverse Power Flow - 
min

0.752 Reverse Power Flow - max 15221
12419

648
648.4 N LTC Radial 90.24 8.762 0 0

Tanner's Lake
TLK_TR02

TLK077 0.9 Thermal for Gen - min 2.82 Breaker Relay Reduction 
of Reach - max

15221
12419

4,421
3598 Y LTC Radial 90.24 8.762 9.1 5.8

Terminal
TER_TR01

TER061 0.9 Thermal for Gen - min 1.872 Reverse Power Flow - max 17255
15633

2,388
2123 Y LTC Radial 136.416 87.218 24.025 33.3

Terminal
TER_TR01

TER062 0.9 Thermal for Gen - min 1.76 Reverse Power Flow - max 17255
15633

2,631
2256 Y LTC Radial 136.416 87.218 43.331 53.918

Terminal
TER_TR01

TER063 0.9 Thermal for Gen - min 1.976 Reverse Power Flow - max 17255
15633

2,765
2549 Y LTC Radial 136.416 87.218 69.06 0

Terminal
TER_TR01

TER064 0.9 Thermal for Gen - min 1.008 Reverse Power Flow - max 17255
15633

1,276
1276 Y LTC Radial 136.416 87.218 0 0

Terminal
TER_TR01

TER065 0.4 Thermal for Gen - min 1.112 Reverse Power Flow - max 17255
15633

1,530
1430 Y LTC Radial 136.416 87.218 0 0

Terminal
TER_TR01

TER066 0.9 Thermal for Gen - min 2.056 Reverse Power Flow - max 17255
15633

2,670
2670 Y LTC Radial 136.416 87.218 0 0

Terminal
TER_TR02

TER071 0.9 Thermal for Gen - min 1.4 Reverse Power Flow - max 7609
6802

2,134
1836 Y LTC Radial 23.61 1978.87 13.616 29.87

Terminal
TER_TR02

TER072 0.68 Reverse Power Flow - 
min

0.68 Reverse Power Flow - max 7609
6802

838
761 Y LTC Radial 23.61 1978.87 0 0

Terminal
TER_TR02

TER073 0.9 Thermal for Gen - min 0.928 Reverse Power Flow - max 7609
6802

1,204
1000 Y LTC Radial 23.61 1978.87 0 125

Terminal
TER_TR02

TER074 0.128 Reverse Power Flow - 
min

0.128 Reverse Power Flow - max 7609
6802

169
169 Y LTC Radial 23.61 1978.87 0 0

Terminal
TER_TR02

TER075 0.9 Thermal for Gen - min 1.176 Reverse Power Flow - max 7609
6802

1,724
1609 Y LTC Radial 23.61 1978.87 9.994 1824

Terminal
TER_TR02

TER076 0.1 Thermal for Gen - min 0.144 Reverse Power Flow - max 7609
6802

510
490 Y LTC Radial 23.61 1978.87 0 0

Terminal
TER_TR03

TER081 0.9 Thermal for Gen - min 1.768 Reverse Power Flow - max 10380
8170

2,481
2101 Y LTC Radial 20.54 789.704 20.54 499.704

Terminal
TER_TR03

TER082 0.9 Thermal for Gen - min 1.6 Reverse Power Flow - max 10380
8170

2,230
1971 Y LTC Radial 20.54 789.704 0 0

Terminal
TER_TR03

TER083 0.5 Thermal for Gen - min 2 Reverse Power Flow - max 10380
8170

947
878 Y LTC Radial 20.54 789.704 0 0

Terminal
TER_TR03

TER084 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 10380
8170

121
121 Y LTC Radial 20.54 789.704 0 0

Terminal
TER_TR03

TER085 0.9 Thermal for Gen - min 1.04 Reverse Power Flow - max 10380
8170

1,358
1356 Y LTC Radial 20.54 789.704 0 0

Terminal
TER_TR03

TER086 1.432 Reverse Power Flow - 
min

1.432 Reverse Power Flow - max 10380
8170

2,017
2001 Y LTC Radial 20.54 789.704 0 290

Tracy
TRA_TR01

TRA001 0.2 Reverse Power Flow - 
min

0.2 Reverse Power Flow - max 442 442 248 248
Y Regulator Radial 0 0 0 0

Tracy
TRA_TR01

TRA002 0.1 Primary Over-Voltage - 
min

0.152 Reverse Power Flow - max 442 442 194 194
Y Regulator Radial 0 0 0 0

Tracy Switching Station
TSS_TR01

TSS061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

680
156

1,088 1,088
Y Regulator Radial 4000 1058.6 4000 1058.6

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Twin Lake
TWL_TR01

TWL061 1.5 Thermal for Gen - min 1.584 Reverse Power Flow - max 18643
15469

2,022
1726 Y LTC Radial 194.747 298.713 0 0

Twin Lake
TWL_TR01

TWL062 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

18643
15469

1,703
1300 Y LTC Radial 194.747 298.713 6 0

Twin Lake
TWL_TR01

TWL063 1.056 Reverse Power Flow - 
min

1.056 Reverse Power Flow - max 18643
15469

1,844
1789 Y LTC Radial 194.747 298.713 23 6

Twin Lake
TWL_TR01

TWL064 0.9 Thermal for Gen - min 1.144 Reverse Power Flow - max 18643
15469

1,746
1456 Y LTC Radial 194.747 298.713 0 39.998

Twin Lake
TWL_TR01

TWL065 0.9 Thermal for Gen - min 2.032 Reverse Power Flow - max 18643
15469

2,802
2400 Y LTC Radial 194.747 298.713 23.747 179.896

Twin Lake
TWL_TR01

TWL066 0.9 Thermal for Gen - min 1.16 Reverse Power Flow - max 18643
15469

1,552
1414 Y LTC Radial 194.747 298.713 6 10

Twin Lake
TWL_TR01

TWL067 0.9 Thermal for Gen - min 0.976 Reverse Power Flow - max 18643
15469

1,503
1334 Y LTC Radial 194.747 298.713 0 12.827

Twin Lake
TWL_TR01

TWL068 0.5 Primary Over-Voltage - 
min

1.416 Reverse Power Flow - max 18643
15469

2,121
1612 Y LTC Radial 194.747 298.713 0 9.994

Twin Lake
TWL_TR01

TWL069 0.5 Primary Over-Voltage - 
min

1.272 Reverse Power Flow - max 18643
15469

1,811
1612 Y LTC Radial 194.747 298.713 136 39.998

Twin Lake
TWL_TR02

TWL071 0.9 Thermal for Gen - min 1.096 Reverse Power Flow - max 19105
15455

1,502
1202 Y LTC Radial 171.02 687.385 24.517 39.976

Twin Lake
TWL_TR02

TWL072 0.9 Thermal for Gen - min 2.192 Reverse Power Flow - max 19105
15455

2,915
2247 Y LTC Radial 171.02 687.385 0 239.998

Twin Lake
TWL_TR02

TWL073 0.336 Reverse Power Flow - 
min

0.336 Reverse Power Flow - max 19105
15455

707
608 Y LTC Radial 171.02 687.385 7.63 226.745

Twin Lake
TWL_TR02

TWL074 0.9 Thermal for Gen - min 2 Reverse Power Flow - max 19105
15455

1,726
1513 Y LTC Radial 171.02 687.385 121.168 103.506

Twin Lake
TWL_TR02

TWL075 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

19105
15455

1,020
806 Y LTC Radial 171.02 687.385 3.225 12.534

Twin Lake
TWL_TR02

TWL076 0.9 Thermal for Gen - min 1.448 Reverse Power Flow - max 19105
15455

2,121
1825 Y LTC Radial 171.02 687.385 0 10.616

Twin Lake
TWL_TR02

TWL077 0.808 Reverse Power Flow - 
min

0.808 Reverse Power Flow - max 19105
15455

1,077
854 Y LTC Radial 171.02 687.385 0 0

Twin Lake
TWL_TR02

TWL078 0.6 Thermal for Gen - min 1.28 Reverse Power Flow - max 19105
15455

1,712
1603 Y LTC Radial 171.02 687.385 7.6 54.01

Twin Lake
TWL_TR02

TWL079 0.9 Thermal for Gen - min 3.472 Reverse Power Flow - max 19105
15455

3,513
2915 Y LTC Radial 171.02 687.385 6.88 0

Twin Lake
TWL_TR03

TWL081 0.8 Primary Over-Voltage - 
min

1.944 Reverse Power Flow - max 8628
7354

2,530
2184 Y LTC Radial 229.992 163.592 159.992 119.994

Twin Lake
TWL_TR03

TWL082 0.5 Thermal for Gen - min 1.48 Reverse Power Flow - max 8628
7354

1,924
1533 Y LTC Radial 229.992 163.592 0 3.6

Twin Lake
TWL_TR03

TWL083 0.9 Primary Over-Voltage - 
min

1.376 Reverse Power Flow - max 8628
7354

1,825
1825 Y LTC Radial 229.992 163.592 70 0

Twin Lake
TWL_TR03

TWL089 0.9 Thermal for Gen - min 1.584 Reverse Power Flow - max 8628
7354

2,121
1825 Y LTC Radial 229.992 163.592 0 39.998

Upper Levee
UPP_TR01

UPP061 0.9 Thermal for Gen - min 1.544 Reverse Power Flow - max 20580
16405

2,025
2025 Y LTC Radial 2027.34 419.748 2000 0

Upper Levee
UPP_TR01

UPP062 0.9 Thermal for Gen - min 2.384 Reverse Power Flow - max 20580
16405

3,096
3083 Y LTC Radial 2027.34 419.748 0 404.088

Upper Levee
UPP_TR01

UPP063 0.7 Primary Over-Voltage - 
min

1.49 Breaker Relay Reduction 
of Reach - max

20580
16405

2,929
2506 Y LTC Radial 2027.34 419.748 24.73 6.38

Upper Levee
UPP_TR01

UPP064 0.9 Thermal for Gen - min 1.808 Reverse Power Flow - max 20580
16405

2,340
2142 Y LTC Radial 2027.34 419.748 0 0

Upper Levee
UPP_TR01

UPP065 0.736 Reverse Power Flow - 
min

0.736 Reverse Power Flow - max 20580
16405

1,502
1333 Y LTC Radial 2027.34 419.748 0 0

Upper Levee
UPP_TR01

UPP066 0.3 Thermal for Gen - min 1.624 Reverse Power Flow - max 20580
16405

1,965
1300 Y LTC Radial 2027.34 419.748 0 0

Upper Levee
UPP_TR01

UPP067 0.44 Reverse Power Flow - 
min

0.44 Reverse Power Flow - max 20580
16405

539
495 Y LTC Radial 2027.34 419.748 0 0

Upper Levee
UPP_TR01

UPP068 1 Thermal for Gen - min 1 Reverse Power Flow - max 20580
16405

1,460
1204 Y LTC Radial 2027.34 419.748 2.61 9.28

Upper Levee
UPP_TR01

UPP069 0.208 Reverse Power Flow - 
min

0.208 Reverse Power Flow - max 20580
16405

502
224 Y LTC Radial 2027.34 419.748 0 0

Upper Levee
UPP_TR03

UPP081 0.9 Thermal for Gen - min 1.256 Reverse Power Flow - max 19791
16114

1,596
1596 Y LTC Radial 158.64 134.972 8.25 0

Upper Levee
UPP_TR03

UPP082 0.5 Thermal for Gen - min 1.592 Reverse Power Flow - max 19791
16114

2,416
2262 Y LTC Radial 158.64 134.972 21.94 51.096

Upper Levee
UPP_TR03

UPP083 0.656 Reverse Power Flow - 
min

0.656 Reverse Power Flow - max 19791
16114

869
538 Y LTC Radial 158.64 134.972 0 0

Upper Levee
UPP_TR03

UPP084 0.6 Thermal for Gen - min 2.288 Reverse Power Flow - max 19791
16114

3,093
2559 Y LTC Radial 158.64 134.972 87.416 43.646

Upper Levee
UPP_TR03

UPP085 0.9 Thermal for Gen - min 1.808 Reverse Power Flow - max 19791
16114

2,510
1972 Y LTC Radial 158.64 134.972 17.184 25.83

Upper Levee
UPP_TR03

UPP086 0.9 Thermal for Gen - min 1.344 Reverse Power Flow - max 19791
16114

1,883
1456 Y LTC Radial 158.64 134.972 19.53 14.4

Upper Levee
UPP_TR03

UPP088 2.544 Reverse Power Flow - 
min

2.544 Reverse Power Flow - max 19791
16114

3,752
3716 Y LTC Radial 158.64 134.972 0 0

Upper Levee
UPP_TR03

UPP089 0.9 Thermal for Gen - min 1.904 Reverse Power Flow - max 19791
16114

2,518
2014 Y LTC Radial 158.64 134.972 4.32 0

Vermillion
VMR_TR03

VMR061 0.416 Reverse Power Flow - 
min

0.416 Reverse Power Flow - max 3545
3373

570
497 Y LTC Radial 7056.89 22.65 7000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Vermillion
VMR_TR03

VMR062 1.152 Reverse Power Flow - 
min

1.152 Reverse Power Flow - max 3545
3373

1,692
1590 Y LTC Radial 7056.89 22.65 11.89 22.65

Vermillion
VMR_TR03

VMR063 0.968 Reverse Power Flow - 
min

0.968 Reverse Power Flow - max 3545
3373

1,282
1282 Y LTC Radial 7056.89 22.65 45 0

Vesili
VES_TR01

VES021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

731
731

731
731 Y Regulator Radial 9012.29 1011.9 9012.29 1011.9

Viking
VKG_TR01

VKG061 0.952 Reverse Power Flow - 
min

0.952 Reverse Power Flow - max 8538
7151

1,547
1284 Y LTC Radial 826.995 5 0 5

Viking
VKG_TR01

VKG065 0.9 Thermal for Gen - min 1.88 Reverse Power Flow - max 8538
7151

2,509
2246 Y LTC Radial 826.995 5 0 0

Viking
VKG_TR01

VKG071 1.128 Reverse Power Flow - 
min

1.128 Reverse Power Flow - max 8538
7151

1,444
1334 Y LTC Radial 826.995 5 0 0

Viking
VKG_TR01

VKG072 1.1 Primary Over-Voltage - 
min

1.992 Reverse Power Flow - max 8538
7151

2,721
2337 Y LTC Radial 826.995 5 826.995 0

Villard
VIL_TR01

VIL021 0.184 Reverse Power Flow - 
min

0.184 Reverse Power Flow - max 315
315

281
281 N Regulator Radial 1000 1019.99 1000 1019.99

Wabasha
WAB_TR01

WAB021 0.3 Thermal for Gen - min 2.65 Breaker Relay Reduction 
of Reach - max

909
909

909
908.8 N Regulator Radial 0 48.004 0 48.004

Wabasha
WAB_TR02

WAB031 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1914
1914

1,907
1906.6 N LTC Radial 6281.356 4000 6281.356 4000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Waconia
WCS_TR01

WCS062 0.728 Reverse Power Flow - 
min

0.728 Reverse Power Flow - max 2341
2321

1,020
806 Y Regulator Radial 9012.09 39.35 6 0

Waconia
WCS_TR01

WCS064 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2341
2321

1,602
980 Y Regulator Radial 9012.09 39.35 9006.09 39.35

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Waconia
WCS_TR02

WCS071 0.9 Thermal for Gen - min 1.528 Reverse Power Flow - max 3566
3184

2,085
1761 Y Regulator Radial 2005.22 6 0 6

Waconia
WCS_TR02

WCS072 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

3566
3184

1,108
874 Y Regulator Radial 2005.22 6 2005.22 0

Wakefield
WAK_TR02

WAK321 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2907
2496

2,907
2496 Y LTC Radial 5011.39 8.16 5011.39 8.16

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Waseca
WAS_TR02

WAS081 0 Reverse Power Flow - 
min

0 Reverse Power Flow - max 0
0

0
0 Y Regulator Radial 10000 0 10000 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Waseca
WAS_TR04

WAS091 1.2 Thermal for Gen - min 4.01 Breaker Relay Reduction 
of Reach - max

12807
12793

7,403
7403 Y LTC Radial 13065.589 11101.836 1996 3000

Waseca
WAS_TR04

WAS092 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

12807
12793

3,767
3600 Y LTC Radial 13065.589 11101.836 11069.589 8101.836

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Waseca
WAS_TR03

WAS231 1.624 Reverse Power Flow - 
min

1.624 Reverse Power Flow - max 0
0

0
0 Y LTC Radial 0 0 0 0

Watab River
WTB_TR01

WTB021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

424
424

373
373 N Regulator Radial 7060.616 0 7060.616 0

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Watertown
WTN_TR01

WTN061 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1525
1525

653
652.8 N Regulator Radial 5041.89 3027.927 5019.56 2027.927

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Watertown
WTN_TR01

WTN062 0.2 Primary Over-Voltage - 
min

0.736 Reverse Power Flow - max 1525
1525

984
984.4 N Regulator Radial 5041.89 3027.927 22.33 1000

Waterville
WAT_TR03

WAT021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

775
775

811
811.2 N Regulator Radial 3018 3085.606 3018 3085.606

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Waterville
WAT_TR01

WAT081 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1758
1758

1,715
1715 N Regulator Radial 6007.31 6042.4 6007.31 6042.4

Waterville
WAT_TR04

WAT221 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

680
680

910
909.8 N Regulator Radial 5000 2000 5000 2000

Watkins
WKN_TR01

WKN001 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

392
392

377
376.6 N Regulator Radial 769 24 769 24

Waverly
WAV_TR01

WAV021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

782
782

771
771.2 N Regulator Radial 5007.616 8.64 5007.616 8.64

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Wells Creek
WEL_TR01

WEL021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

520
520

520
520 N Regulator Radial 1021.745 2029.99 1021.745 2029.99

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

West Byron
WEB_TR01

WEB021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2586
2348

2,586
2348 Y Regulator Radial 9000 2000 9000 2000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

West Coon Rapids
WCR_TR03

WCR061 0.7 Primary Over-Voltage - 
min

1.064 Reverse Power Flow - max 6125
4764

1,716
1412 Y Regulator Radial 32.99 21.76 5 0

West Coon Rapids
WCR_TR03

WCR062 0.6 Primary Over-Voltage - 
min

1.3 Primary Over-Voltage - 
max

6125
4764

2,232
1711 Y Regulator Radial 32.99 21.76 13.54 21.76

West Coon Rapids
WCR_TR03

WCR063 0.5 Primary Over-Voltage - 
min

1.2 Primary Over-Voltage - 
max

6125
4764

2,408
1839 Y Regulator Radial 32.99 21.76 14.45 0

West Coon Rapids
WCR_TR01

WCR311 0.2 Thermal for Gen - min 4.336 Reverse Power Flow - max 9135
9015

5,930
5013 Y LTC Radial 35.406 12.446 35.406 12.446

West Coon Rapids
WCR_TR02

WCR321 0.1 Thermal for Gen - min 0.71 Breaker Relay Reduction 
of Reach - max

15073
14195

7,607
6265 Y LTC Radial 151.668 1067.451 25.11 0

West Coon Rapids
WCR_TR02

WCR322 0.9 Primary Over-Voltage - 
min

3.88 Breaker Relay Reduction 
of Reach - max

15073
14195

9,099
7682 Y LTC Radial 151.668 1067.451 126.558 1067.451

West Faribault
WEF_TR07

WEF061 0.2 Thermal for Gen - min 1.392 Reverse Power Flow - max 1923
1555

1,923
1555 Y Regulator Radial 0 37.047 0 37.047

West Faribault

WEF_TR03

WEF071 0.5 Thermal for Gen - min 1.872 Reverse Power Flow - max 2532

2001

2,532

2001 Y Regulator Radial 2024.988 8715.232 2024.988 8715.232

Known capacity constraints: 
Capacity could be significantly 
impacted without substantial 
system upgrades

West Hastings
WEH_TR01

WEH021 0.5 Primary Over-Voltage - 
min

1.368 Reverse Power Flow - max 4278
3335

2,000
1711 Y LTC Radial 0 0 0 0

West Hastings
WEH_TR01

WEH022 0.8 Thermal for Gen - min 1.448 Reverse Power Flow - max 4278
3335

2,103
1615 Y LTC Radial 0 0 0 0

West River Road
WRR_TR01

WRR061 1 Thermal for Gen - min 1.296 Reverse Power Flow - max 8601
7614

1,761
1504 Y LTC Radial 106.04 88.506 45 0

West River Road
WRR_TR01

WRR064 0.9 Thermal for Gen - min 2.056 Reverse Power Flow - max 8601
7614

2,729
2417 Y LTC Radial 106.04 88.506 61.04 88.506

West River Road
WRR_TR02

WRR074 1.1 Thermal for Gen - min 2.384 Reverse Power Flow - max 10807
9341

2,721
2118 Y LTC Radial 219 201.747 0 0

West River Road
WRR_TR02

WRR075 0.9 Thermal for Gen - min 1.872 Reverse Power Flow - max 10807
9341

2,579
2300 Y LTC Radial 219 201.747 219 201.747

West River Road
WRR_TR03

WRR081 1.5 Thermal for Gen - min 1.736 Reverse Power Flow - max 8583
7496

2,225
1383 Y LTC Radial 101.528 3.48 29.02 0

West River Road
WRR_TR03

WRR084 0.9 Thermal for Gen - min 1.752 Reverse Power Flow - max 8583
7496

2,316
1892 Y LTC Radial 101.528 3.48 72.508 0

West River Road
WRR_TR03

WRR085 0.736 Reverse Power Flow - 
min

0.736 Reverse Power Flow - max 8583
7496

1,008
1008 Y LTC Radial 101.528 3.48 0 3.48

West Union

WSU_TR01

WSU021 0.024 Reverse Power Flow - 
min

0.024 Reverse Power Flow - max 29

29

29

28.8 N Regulator Radial 0 0 0 0

Substation owned by Foreign 
Utility. Contractual obligations 
may reduce capacity and increase 
interconnection timelines

West Waconia
WWK_TR01

WWK311 0.1 Primary Over-Voltage - 
min

0.54 Breaker Relay Reduction 
of Reach - max

5197
4835

5,197
4835 Y LTC Radial 16878.48 84.636 16878.48 84.636

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

West Waconia
WWK_TR02

WWK321 0.1 Primary Over-Voltage - 
min

1.488 Reverse Power Flow - max 1826
1826

1,826
1826 Y LTC Radial 6022.62 1000 6022.62 1000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Western
WES_TR01

WES061 0.6 Thermal for Gen - min 1.92 Reverse Power Flow - max 13771
12276

2,720
2209 Y LTC Radial 329.686 153.847 0 7.494

Western
WES_TR01

WES062 0.9 Thermal for Gen - min 1.456 Reverse Power Flow - max 13771
12276

2,025
1709 Y LTC Radial 329.686 153.847 121.82 3.84

Western
WES_TR01

WES063 0.4 Thermal for Gen - min 1.464 Reverse Power Flow - max 13771
12276

1,947
1712 Y LTC Radial 329.686 153.847 4.05 28.699

Western
WES_TR01

WES064 0.9 Thermal for Gen - min 2.216 Reverse Power Flow - max 13771
12276

2,976
2389 Y LTC Radial 329.686 153.847 66.6 107.516

Western
WES_TR01

WES065 0.2 Primary Over-Voltage - 
min

1.28 Breaker Relay Reduction 
of Reach - max

13771
12276

2,891
2697 Y LTC Radial 329.686 153.847 137.216 6.298

Western
WES_TR02

WES071 0.9 Thermal for Gen - min 1.344 Reverse Power Flow - max 15536
12369

2,010
1811 Y LTC Radial 121.434 205.365 0 0

Western
WES_TR02

WES072 0.9 Thermal for Gen - min 2.032 Reverse Power Flow - max 15536
12369

2,864
1970 Y LTC Radial 121.434 205.365 20.02 58.766

Western
WES_TR02

WES073 0.3 Primary Over-Voltage - 
min

1.02 Breaker Relay Reduction 
of Reach - max

15536
12369

2,010
1712 Y LTC Radial 121.434 205.365 53.982 27.007

Western
WES_TR02

WES074 0.5 Thermal for Gen - min 1.92 Reverse Power Flow - max 15536
12369

2,746
2236 Y LTC Radial 121.434 205.365 22.582 31.594

Western
WES_TR02

WES075 0.9 Thermal for Gen - min 1.776 Reverse Power Flow - max 15536
12369

2,532
1965 Y LTC Radial 121.434 205.365 3.77 73.298

Western
WES_TR02

WES076 0.5 Thermal for Gen - min 1.496 Reverse Power Flow - max 15536
12369

2,040
1746 Y LTC Radial 121.434 205.365 21.08 14.7

Westgate
WSG_TR03

WSG061 1.28 Reverse Power Flow - 
min

1.28 Reverse Power Flow - max 11116
10477

1,649
1360 Y LTC Radial 193.982 436.02 24.19 0

Westgate
WSG_TR03

WSG062 1.032 Reverse Power Flow - 
min

1.032 Reverse Power Flow - max 11116
10477

1,700
1655 Y LTC Radial 193.982 436.02 99.9 0

Westgate
WSG_TR03

WSG063 1 Primary Over-Voltage - 
min

1.048 Reverse Power Flow - max 11116
10477

1,503
1300 Y LTC Radial 193.982 436.02 45.756 103.38

Westgate
WSG_TR03

WSG064 0.9 Primary Over-Voltage - 
min

1.688 Reverse Power Flow - max 11116
10477

2,400
2009 Y LTC Radial 193.982 436.02 4.56 3.36

Westgate
WSG_TR03

WSG065 0.8 Primary Over-Voltage - 
min

1.392 Reverse Power Flow - max 11116
10477

2,010
1530 Y LTC Radial 193.982 436.02 11.056 300

Westgate
WSG_TR03

WSG066 0.6 Primary Over-Voltage - 
min

1.04 Reverse Power Flow - max 11116
10477

1,513
1334 Y LTC Radial 193.982 436.02 8.52 29.28

Westgate
WSG_TR04

WSG071 0.9 Primary Over-Voltage - 
min

1.512 Reverse Power Flow - max 9362
9362

2,138
1649 Y LTC Radial 693.458 38.798 27.7 15.754

Westgate
WSG_TR04

WSG072 0.488 Reverse Power Flow - 
min

0.488 Reverse Power Flow - max 9362
9362

608
603 Y LTC Radial 693.458 38.798 0 0

Westgate
WSG_TR04

WSG073 0.416 Reverse Power Flow - 
min

0.416 Reverse Power Flow - max 9362
9362

530
502 Y LTC Radial 693.458 38.798 0 0

Westgate
WSG_TR04

WSG074 1.1 Primary Over-Voltage - 
min

2.408 Reverse Power Flow - max 9362
9362

3,415
3373 Y LTC Radial 693.458 38.798 10 0

Westgate
WSG_TR04

WSG075 1.5 Primary Over-Voltage - 
min

1.56 Reverse Power Flow - max 9362
9362

2,202
1649 Y LTC Radial 693.458 38.798 606.098 0

Westgate
WSG_TR04

WSG076 0.6 Primary Over-Voltage - 
min

0.944 Reverse Power Flow - max 9362
9362

1,334
1300 Y LTC Radial 693.458 38.798 49.66 23.044

Westgate
WSG_TR05

WSG351 0.6 Thermal for Gen - min 0.96 Reverse Power Flow - max 4832
4643

409
117 Y LTC Radial 69.934 1434.366 0 279.896

Westgate
WSG_TR05

WSG352 0.6 Primary Over-Voltage - 
min

2.18 Breaker Relay Reduction 
of Reach - max

4832
4643

3,714
2597 Y LTC Radial 69.934 1434.366 69.934 1154.47

Westgate
WSG_TR06

WSG361 0.3 Primary Over-Voltage - 
min

1.32 Reverse Power Flow - max 10072
6807

1,807
1105 Y LTC Radial 207.808 39.81 167.54 11.39

Westgate
WSG_TR06

WSG362 0.9 Thermal for Gen - min 3.46 Breaker Relay Reduction 
of Reach - max

10072
6807

5,295
3990 Y LTC Radial 207.808 39.81 40.268 28.42

Westport
WSP_TR01

WSP021 0.048 Reverse Power Flow - 
min

0.048 Reverse Power Flow - max 73
73

73
72.8 N Regulator Radial 0 0 0 0

Williams Brothers Propane
WBP_TR03

WBP061 1.3 Thermal for Gen - min 3.456 Reverse Power Flow - max 5970
5665

4,748
4447 Y LTC Radial 30 0 30 0

Williams Brothers Propane
WBP_TR03

WBP062 1.304 Reverse Power Flow - 
min

1.304 Reverse Power Flow - max 5970
5665

1,852
1851.6 N LTC Radial 30 0 0 0

Wilson
WIL_TR03

WIL071 0.9 Thermal for Gen - min 1.912 Reverse Power Flow - max 19573
14747

1,649
1400 Y LTC Radial 303.956 830.782 50.114 9.994

Wilson
WIL_TR03

WIL072 0.7 Thermal for Gen - min 2.016 Reverse Power Flow - max 19573
14747

2,760
2707 Y LTC Radial 303.956 830.782 0 79.996

Wilson
WIL_TR03

WIL073 0.9 Thermal for Gen - min 1 Reverse Power Flow - max 19573
14747

1,513
1315 Y LTC Radial 303.956 830.782 81.347 29.192

Wilson
WIL_TR03

WIL074 0.9 Thermal for Gen - min 1.488 Reverse Power Flow - max 19573
14747

1,930
1360 Y LTC Radial 303.956 830.782 45 0

Wilson
WIL_TR03

WIL075 0.9 Thermal for Gen - min 1.312 Reverse Power Flow - max 19573
14747

1,628
1334 Y LTC Radial 303.956 830.782 40 500

Wilson
WIL_TR03

WIL076 0.9 Thermal for Gen - min 1.544 Reverse Power Flow - max 19573
14747

2,102
1746 Y LTC Radial 303.956 830.782 14.37 0

Wilson
WIL_TR03

WIL077 0.9 Thermal for Gen - min 1.28 Reverse Power Flow - max 19573
14747

1,628
1530 Y LTC Radial 303.956 830.782 69.3 0

Wilson
WIL_TR03

WIL078 0.9 Thermal for Gen - min 1.296 Reverse Power Flow - max 19573
14747

1,875
1619 Y LTC Radial 303.956 830.782 0 4.6

Wilson
WIL_TR03

WIL079 1.5 Thermal for Gen - min 1.512 Reverse Power Flow - max 19573
14747

2,121
1726 Y LTC Radial 303.956 830.782 3.825 207

Wilson
WIL_TR04

WIL081 1 Thermal for Gen - min 1.552 Reverse Power Flow - max 18861
17902

2,138
1825 Y LTC Radial 231.25 238.415 0 0

Wilson
WIL_TR04

WIL082 0.7 Thermal for Gen - min 1.152 Reverse Power Flow - max 18861
17902

1,616
1304 Y LTC Radial 231.25 238.415 84.078 15.6

Wilson
WIL_TR04

WIL083 0.9 Thermal for Gen - min 1.368 Reverse Power Flow - max 18861
17902

1,513
1237 Y LTC Radial 231.25 238.415 0 0

Wilson
WIL_TR04

WIL084 0.6 Thermal for Gen - min 1.344 Reverse Power Flow - max 18861
17902

1,899
1899 Y LTC Radial 231.25 238.415 0 0

Wilson
WIL_TR04

WIL085 0.6 Thermal for Gen - min 2.4 Reverse Power Flow - max 18861
17902

3,324
2335 Y LTC Radial 231.25 238.415 94.038 10.417

Wilson
WIL_TR04

WIL086 0.2 Thermal for Gen - min 1.96 Reverse Power Flow - max 18861
17902

2,869
2280 Y LTC Radial 231.25 238.415 39.998 5.8

Wilson
WIL_TR04

WIL087 0.9 Thermal for Gen - min 2.512 Reverse Power Flow - max 18861
17902

3,152
2648 Y LTC Radial 231.25 238.415 0 0

Wilson
WIL_TR04

WIL088 0.464 Reverse Power Flow - 
min

0.464 Reverse Power Flow - max 18861
17902

626
609 Y LTC Radial 231.25 238.415 0 0

Wilson
WIL_TR04

WIL089 0.9 Thermal for Gen - min 2.416 Reverse Power Flow - max 18861
17902

3,147
2370 Y LTC Radial 231.25 238.415 13.136 206.598

Wilson
WIL_TR05

WIL091 0.9 Thermal for Gen - min 1.312 Reverse Power Flow - max 18781
15236

1,810
1395 Y LTC Radial 126.776 1670.56 30 0

Wilson
WIL_TR05

WIL092 0.9 Thermal for Gen - min 1.456 Reverse Power Flow - max 18781
15236

1,894
1760 Y LTC Radial 126.776 1670.56 76 0

Wilson
WIL_TR05

WIL093 0.9 Thermal for Gen - min 1.336 Reverse Power Flow - max 18781
15236

1,787
1520 Y LTC Radial 126.776 1670.56 0 1010.56

Wilson
WIL_TR05

WIL094 1.32 Reverse Power Flow - 
min

1.32 Reverse Power Flow - max 18781
15236

1,582
1512 Y LTC Radial 126.776 1670.56 0 0

Wilson
WIL_TR05

WIL095 0.9 Thermal for Gen - min 2.432 Reverse Power Flow - max 18781
15236

2,977
2234 Y LTC Radial 126.776 1670.56 0 0

Wilson
WIL_TR05

WIL096 1 Thermal for Gen - min 2.064 Reverse Power Flow - max 18781
15236

2,470
1715 Y LTC Radial 126.776 1670.56 0 660

Wilson
WIL_TR05

WIL097 0.5 Thermal for Gen - min 1.544 Reverse Power Flow - max 18781
15236

2,105
1693 Y LTC Radial 126.776 1670.56 0 0

Wilson
WIL_TR05

WIL098 0.6 Thermal for Gen - min 1.92 Reverse Power Flow - max 18781
15236

2,480
1943 Y LTC Radial 126.776 1670.56 20.776 0

Winona
WIN_TR01

WIN021 0.1 Primary Over-Voltage - 
min

0.48 Reverse Power Flow - max 4342
3911

700
700 Y LTC Radial 12.747 0 0 0

Winona
WIN_TR01

WIN022 0.1 Thermal for Gen - min 1.16 Reverse Power Flow - max 4342
3911

1,709
1334 Y LTC Radial 12.747 0 0 0

Winona
WIN_TR01

WIN023 0.2 Thermal for Gen - min 1.52 Reverse Power Flow - max 4342
3911

1,860
1700 Y LTC Radial 12.747 0 12.747 0

Winona
WIN_TR02

WIN032 0.8 Thermal for Gen - min 2.584 Reverse Power Flow - max 6637
6619

3,401
2500 Y LTC Radial 7.71 39.06 0 0
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Substation
Transformer 

Name
Feeder

Minimum 
(MW)

Min Limiting Factor
Maximum 

(MW)
Max Limiting Factor

Substation Transformer 
Forecasted Peak Load 

(kVA)

Substation Transformer 
Minimum Load (kVA)

Transformer 
Absolute Min (kVA)

Feeder 2020 Peak 
Load (kVA)

Feeder Daytime 
Minimum Load 

(kVA)

Feeder Absolute 
Min (kVA)

Actual Daytime 
Minimum Load 

(Y/N)
LTC or Regulator

Network or 
Radial

Substation 
Transformer 

Installed DG (kVA)

Substation 
Transformer 

Queued DG (kVA)

Feeder Installed 
DG (kVA)

Feeder Queued 
DG (kVA)

Notes

Winona
WIN_TR02

WIN033 0.2 Thermal for Gen - min 2.096 Reverse Power Flow - max 6637
6619

2,720
2377 Y LTC Radial 7.71 39.06 1.71 0

Winona
WIN_TR02

WIN034 0.6 Thermal for Gen - min 2.048 Reverse Power Flow - max 6637
6619

2,662
2608 Y LTC Radial 7.71 39.06 6 39.06

Winona
WIN_TR03

WIN041 0.184 Reverse Power Flow - 
min

0.184 Reverse Power Flow - max 5523
4031

224
100 Y LTC Radial 55.855 4000.005 0 0

Winona
WIN_TR03

WIN042 0.1 Thermal for Gen - min 1.464 Reverse Power Flow - max 5523
4031

2,039
1676 Y LTC Radial 55.855 4000.005 5.8 0.005

Winona
WIN_TR03

WIN043 0.1 Thermal for Gen - min 0.41 Breaker Relay Reduction 
of Reach - max

5523
4031

2,309
1746 Y LTC Radial 55.855 4000.005 50.055 4000

Winsted
WSD_TR01

WSD061 0.6 Thermal for Gen - min 0.752 Reverse Power Flow - max 1300
1300

974
974.2 N Regulator Radial 7012 3000 7012 3000

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Wobegon Trail
WOB_TR01

WOB021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

806
600

224
141 Y Regulator Radial 6000 7.616 6000 7.616

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Wobegon Trail
WOB_TR01

WOB022 0.1 Thermal for Gen - min 0.168 Reverse Power Flow - max 806
600

300
300 Y Regulator Radial 6000 7.616 0 0

Woodbury
WDY_TR01

WDY311 0.3 Thermal for Gen - min 1 Breaker Relay Reduction 
of Reach - max

13959
11033

3,384
2754 Y LTC Radial 73.252 19.8 45.373 8.41

Woodbury
WDY_TR01

WDY312 1.5 Thermal for Gen - min 5.34 Breaker Relay Reduction 
of Reach - max

13959
11033

9,737
7932 Y LTC Radial 73.252 19.8 27.879 11.39

Woodbury
WDY_TR02

WDY321 0.9 Thermal for Gen - min 2.92 Reverse Power Flow - max 10993
9433

4,214
3588 Y LTC Radial 165.995 549.93 0 0

Woodbury
WDY_TR02

WDY322 3.8 Thermal for Gen - min 5.048 Reverse Power Flow - max 10993
9433

7,151
5541 Y LTC Radial 165.995 549.93 165.995 549.93

Wyoming
WYO_TR01

WYO021 0.8 Thermal for Gen - min 2.096 Reverse Power Flow - max 4938
4873

2,815
1946 Y LTC Radial 5017.15 61.546 11.39 27.706

Wyoming
WYO_TR01

WYO022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

4938
4873

2,556
2346 Y LTC Radial 5017.15 61.546 5005.76 33.84

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Wyoming
WYO_TR02

WYO031 0.8 Thermal for Gen - min 1.8 Reverse Power Flow - max 7423
6270

2,500
2008 Y LTC Radial 0 47.76 0 19.988

Wyoming
WYO_TR02

WYO032 0.8 Thermal for Gen - min 1.2 Reverse Power Flow - max 7423
6270

2,042
1875 Y LTC Radial 0 47.76 0 12.616

Wyoming
WYO_TR02

WYO033 0.8 Thermal for Gen - min 1.672 Reverse Power Flow - max 7423
6270

2,476
1941 Y LTC Radial 0 47.76 0 15.156

Yellow Medicine
YLM_TR01

YLM211 0.088 Reverse Power Flow - 
min

0.088 Reverse Power Flow - max 1686
1686

1,185
1185.4 N Regulator Radial 24 1411 0 1411

Yellow Medicine
YLM_TR01

YLM212 0.032 Reverse Power Flow - 
min

0.032 Reverse Power Flow - max 1686
1686

589
589 N Regulator Radial 24 1411 24 0

Young America
YAM_TR01

YAM021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

1163
414

1,163
414 Y Regulator Radial 4860 79.996 4860 79.996

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Young America
YAM_TR02

YAM031 0.2 Primary Over-Voltage - 
min

0.44 Breaker Relay Reduction 
of Reach - max

1168
1009

1,168
1009 Y Regulator Radial 7.2 1096 7.2 1096

Zumbro Falls
ZUF_TR01

ZUF021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

745
745

745
744.6 N Regulator Radial 4879.774 1044.984 4879.774 1044.984

Zumbrota
ZUM_TR01

ZUM021 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2762
2762

1,193
1193.2 N Regulator Radial 10050.55 6211.285 1998 11.39

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation

Zumbrota
ZUM_TR01

ZUM022 0 Primary Over-Voltage - 
min

0 Primary Over-Voltage - 
max

2762
2762

1,962
1961.8 N Regulator Radial 10050.55 6211.285 8052.55 6199.895

 Feeder has Voltage Supervisory 
Reclosing (VSR) at the substation
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HOSTING CAPACITY ANALYSIS – JUNE STAKEHOLDER 
WORKSHOPS 

 
Xcel Energy hosted three Stakeholder Workshops in June 2020 to give a more 
detailed review of its hosting capacity analysis (HCA) and to obtain feedback for the 
2020 HCA, as directed by the Commission’s July 31, 2020 ORDER ACCEPTING 
REPORT AND SETTING FURTHER REQUIREMENTS. The workshop presentations were 
filed at the Commission’s eDockets under Docket No. E002/M-19-685 and are also 
available at Xcel Energy’s website under “How to Interconnect,” section “Hosting 
Capacity Stakeholder Resources.” We also recorded the sessions and have posted the 
recordings on our website at: 
 
https://www.xcelenergy.com/working_with_us/how_to_interconnect  
 
Finally, we have emailed all workshop participants links to the recordings and 
presentations on our website as well as to the filings on eDockets.  
 
Workshop #1 – June 2, 2020: Hosting Capacity Process and Tools (90 
Participants)  
 
The purpose of this first Stakeholder Workshop was to establish the foundation for 
the following two stakeholder meetings. The Company presented on the HCA 
process: first, how the feeder models are created in Synergi, and second, how the 
HCA is then run in the Distribution Resource Integration and Value Estimation 
(DRIVE) tool. The workshop participants had general questions on the HCA process 
and heat map, and more detailed questions on the clean-up scripts for feeder models 
and data validation. After this discussion, Dr. Matthew Rylander, Technical Lead in 
Power Systems Studies from the Electric Power Research Institute (EPRI), gave an 
overview of the DRIVE tool and its capabilities as well as other available HCA tools 
and methodologies. The participants had a lengthy discussion on the three different 
methods to conduct the HCA: Centralized, Distributed, and Combined methods. 
 
Xcel Energy Presentation 
 
Clean-up Process for Feeder Models and Validation of Results 
Based on several participant questions, Xcel Energy explained how Synergi conducts 
clean-up scripts and automatically flags those feeder models that need corrections. For 
example, such issues as unknown conductor type, other conductor issues, incorrect 
equipment settings, discrepancies in line sections, and other oddities are flagged in the 

https://www.xcelenergy.com/working_with_us/how_to_interconnect
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clean-up scripts. We also check for any excess generation in the load flow process, 
which is done manually for CSGs, and conduct other quality checks. Xcel Energy 
validates the results by comparing the results to past HCA results and looking for any 
discrepancies. We double-check results if there are any significant reductions in 
available capacity, greater than 1 MW. We also double-check any feeders that have 
zero hosting capacity, unless the feeder also had zero hosting capacity in the previous 
HCA. In the past, Xcel Energy has also compared the HCA results to Synergi, 
interconnection studies, and interconnection screens, which has validated our 
confidence in the results.  
 
Additional Topics 
Responding to a participant question, Xcel Energy explained that the peak load values 
are for feeders – we evaluate feeder load for the current year and also anticipated, 
forecasted future load. If there are issues with the load allocation, we evaluate the 
issue and turn DER on and off until all issues are resolved (e.g., by changing settings, 
re-allocation, etc.).  
 
Based on a participant question, we explained that the DRIVE results are at the nodal 
level and provided at that level to our mapping department. In preparing the heat 
map, this information is combined to sub-feeder or section results. Nodal-level data is 
not available in the heat map. Technically, we could provide the nodal-level data in a 
spreadsheet, but are not certain what value this would provide, considering that the 
spreadsheet would include over 100,000 line items. We asked the participants what 
value the nodal-level spreadsheet would provide for them, but did not receive any 
answers.   
 
A participant pointed out a lack of correlation between the HCA heat map and the 
pre-application data report. We explained that the HCA map presents limitations on 
one factor and gives better information on voltage violations, while the pre-
application report gives more data components. However, the HCA and pre-
application data report together give a better, broader picture.  
 
As a response to a participant question, we explained that the cost of the mitigation 
assessment conducted for the 2019 HCA by EPRI was $50,000. The mitigation tool is 
now part of DRIVE and available to us without any additional incremental cost. 
However, the mitigation analysis is time consuming and requires additional resources.  
 
  



Docket No. E002/M-20-___ 
2020 Hosting Capacity Analysis 

Attachment D1 - Page 3 of 12 

3 

EPRI Presentation, Dr. Matthew Rylander  
 
Dr. Rylander presented on the three different HCA methods: Centralized vs. 
Distributed vs. Combined method. He summarized that the Centralized method is 
used for interconnection purposes – it progresses linearly on the feeder so that 
typically there is less capacity the further away from a substation the DER is located. 
The Distributed method is more appropriate for planning as it places DER in current 
and future anticipated locations.  
 
We explained that the 2016 HCA used the Distributed method, but we then switched 
to the Centralized method for the subsequent HCAs, because the Centralized method 
aligns better with having a large number of community solar gardens in our system.  
 
When we asked participants whether to consider the Combined method for future 
HCAs, the Interstate Renewable Council (IREC) responded that interconnection is 
the most important use-case for solar developers, and therefore the Centralized 
method is appropriate. IREC agreed that the HCA should be a valuable 
interconnection tool, and it is appropriate to continue to use DRIVE’s Centralized 
method. If Xcel Energy would consider to changing to the Combined method, IREC 
stated that this would require much more discussion. There was no additional 
feedback on this topic from other meeting participants.  
 
Based on a participant question, Dr. Rylander explained that the DRIVE tool and its 
analytics are constantly and routinely validated and evaluated. He also explained that 
EPRI is in the process of creating a standard feeder against which results from 
DRIVE (and other HCA tools) could be validated. However, this standard feeder is 
not yet publicly available.  
 
Workshop #2 – June 16, 2020: Hosting Capacity Inputs, Criteria, and 
Thresholds (65 participants) 
 
This second Stakeholder Workshop took place just after the Commission’s hearing on 
June 11, 2020 regarding the Company’s 2019 HCA in Docket No. E002/M-19-685. 
Based on the Commission direction in that meeting (and consistent with Order Point 
221 of the July 31, 2020 ORDER ACCEPTING REPORT AND SETTING FURTHER 

 
1 Commission staff are directed to oversee and facilitate a discussion with Xcel and stakeholders of the 
technical assumptions, limiting criteria, and thresholds used in Xcel’s HCA. The discussion should address: a. 
Thresholds for what constitutes a significant change in configuration, load, or generation to warrant 
rebuilding a feeder model; b. Use of the Maximum Tap Regulators in Over/Under-Voltage Analysis setting; 
c. Analysis assumptions for Primary Voltage Deviation; d. Other voltage analysis issues identified in IREC’s 
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REQUIREMENTS) the Commission Staff had a more active role in facilitating this 
workshop. The Company presented on the factors that warrant a feeder model update 
as well as on the technical assumptions, limiting criteria, and threshold values used in 
the DRIVE analysis. Also, the additional topics identified for stakeholder discussion 
in the Commission’s Order Point 22 were included in the workshop discussions. At 
the end of this workshop, the Commission Staff asked for participant input on any 
additional topics or open items that would need discussion, and based on the 
stakeholder feedback, a third stakeholder workshop was scheduled for June 30, 2020. 
 
The Second Workshop began with an introduction by Michelle Rosier, DER 
Specialist with the Commission. She provided the language of the Commission’s 
Order Point 22 and stated that the goal is also to identify any outstanding issues that 
the developers want to be addressed for Xcel Energy’s 2020 HCA.  
 
Xcel Energy Presentation 
 
Criteria for Re-Modeling Feeders 
 
Xcel Energy explained that the model creation is the most time-consuming piece of 
the HCA. In 2019, we decided that we will model 1/3 of the feeders each year, which 
means that all feeder models are updated within three years. In addition, we will re-
model feeders that meet certain criteria: 500 kW or larger load deviations; addition of 
a community solar garden (CSG) or other large generation; or other significant 
changes (large capacity projects, feeder cuts, load transfers, etc.).  However, we apply 
updated loads to all models before performing analysis, based on new load forecasts.  
 
Responding to a participant questions, we explained that we do not have a set kW 
threshold that would be defined as large generation. The ballpark is several hundred 
kWs, but we can have a follow-up on this. We also explained that every feeder that 
has a new CSG will be remodeled, and that outside CSGs there is not much new 
DER generation that would exceed 100 kW.  
 
Based on follow-up questions, we explained that we do not have a quantification for 
the number of feeders that would be updated with a 100 kW threshold. We agreed to 
look into this issue, and also noted that a 100 kW generator is fairly minimal and 
typically does not have enough system impacts to justify a feeder re-model. This is 
based on our experience with CSGs. Anything outside CSGs, like Target’s large on-
site solar for example, is actually a load reduction because the energy is mostly 

 
opening comments; e. Limitations on Unintentional Islanding; and f. Other topics identified by stakeholders 
for review. 
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consumed at the site and the DER minimally goes back to the primary system. And 
we are adjusting loading – if 100 kW does not require any upgrades on the system, the 
impact is captured in the load change, which we do for all feeders each year. If there 
are no system changes or reconfiguration of the feeder because of the 100 kW 
generation, then there is no need to remodel a feeder. Also, since we analyze available 
hosting capacity with 100 kW increments, it would not make sense to have the feeder 
re-model threshold smaller than 100 kW. 
DRIVE Thresholds 
 
We noted that the DRIVE thresholds align with the thresholds used in our System 
Impact Studies for interconnection, and these thresholds also line up with the industry 
standards. However, there are some additional DRIVE thresholds that are not used in 
the interconnection System Impact Studies. The HCA evaluates what could occur at 
the feeder, while the interconnection study evaluates what happens in one specific 
location of the feeder.   
 
For the 2020 HCA, we are looking at 2021 projects and feeder configurations and 
load forecasts. We use actual daytime minimum loads when available. New DER is at 
98% power factor in the HCA, but we can go down to 95% power factor in 
interconnection studies. Based on participant questions, we explained that we could 
potentially look at adjusting to 95% power factor in the HCA to get more 
interconnection capacity. The 98%/95% power factor is fixed. When advanced 
inverters are certified for use, this could help us pull VARs only when needed. We do 
not monetize VAR correction. A participant noted that other utilities monetize these 
types of features that may shorten the life of inverters. We responded that the 
advanced inverters would benefit everyone: developers can interconnect, which 
reduces VARs, which then benefits us, too. However, this all is in the future, and we 
need to fully understand advanced inverters and their implementation and 
consequences. Currently, MN DIP does not allow the use of advanced inverters. 
 
We then walked through each threshold: what it is (definition), what is the value we 
use (value), and where is this value coming from (basis). Michelle Rosier asked us to 
also address how our treatment of each threshold compares to other utilities’ HCA 
analyses. 
 
Primary Voltage Deviation. Xcel Energy organized a stakeholder working group to 
develop criteria for voltage fluctuation, and filed a white paper with the Commission 
in May 2017. The values developed through this process were 3% individual and 5% 
aggregate. We use the 5% aggregate voltage deviation threshold in the HCA. 
Responding to participant questions, Dr. Matthew Rylander (EPRI) explained that to 
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his knowledge most utilities use in their HCA the 3% aggregate threshold. The 5% 
aggregate threshold Xcel Energy uses is therefore actually more lenient and 
accommodates more DER than the 3% aggregate threshold. DRIVE automatically 
uses the aggregate threshold unless the individual threshold is turned on manually. 
Xcel Enery agreed to look into turning on the individual threshold and using 3% for 
the HCA.  
 
Regulator Voltage Deviation. We use 50% of the regulator bandwidth, which is a 
common utility standard. This a bit different from System Impact Studies, which use 
garden full on, full off with no more than 2% change. The HCA looks into field 
regulators only, not substation regulators. Based on a participant question, we noted 
that the regulator voltage deviation threshold is not a new change to the HCA. It 
impacts the maximum capacity value more than the minimum and has an impact in 
1% or less of the cases. It is rare that regulator voltage deviation would be the limiting 
factor. 
 
 Additional Element Fault Current. There was a detailed technical discussion on the 10% 
threshold for the Additional Element Fault Current and participants asked if this 
threshold varies a lot by utilities and should be re-evaluated. Dr. Rylander explained 
that often times this setting does not exist in utility feeder models and DRIVE uses 
10% as a general setting. And if utilities use a different setting, it is not reflected in 
DRIVE. This threshold  is not typically the limiting factor for maximum or minimum 
available hosting capacity in the HCA.  
 
Breaker Relay Reduction of Reach. Currently this threshold is set at 10%. We originally 
began with a 5% threshold, but since this was often triggering as the limiting factor, 
we had discussions with our internal protection group and changed the threshold to 
10%. A new version of DRIVE released in summer 2020 is going to change the 
threshold back to 5% and there were questions about this. We explained that we are 
not going to use this DRIVE version for the 2020 HCA, which is already underway, 
so at the earliest this change would be reflected in the 2021 HCA. We are open for 
discussion and receiving feedback from stakeholders on the change to a 5% threshold, 
but also noted that this has a direct public safety impact and it is important to us to be 
cautious.  
 
Unintentional Islanding and VSR. Basically, the unintentional islanding threshold is 
attempting to match load to generation. This value has been 100% in the past HCAs, 
but in the 2020 analysis we are moving to use 80% generation to load threshold. This 
80% threshold aligns with our current interconnection studies. Responding to a 
participant question, we explained that if the load is going down, for example, because 
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of losing a large customer, we need to have some flexibility to ensure protection. And 
the 80% value provides some additional protection in these situations.  
 
Based on a participant question, we explained that if we can identify where VSR is 
located, we could eliminate the unintentional islanding threshold for those feeders. 
VSR installed at the DER location mitigates the unintentional islanding issue. We 
explained that it is our intent to try to identify in the 2020 HCA where VSR is 
installed, we are currently investigating this. We could also potentially include installed 
VSR in the heat map pop-ups. IREC also noted that it would very helpful to publish 
all criteria violations in heat map pop-ups. 
 
IREC noted that they had identified that approximately 12% of feeders are impacted 
by unintentional islanding and that this is an issue that could use further evaluation 
and discussion. We agreed, and suggested that unintentional islanding and how it 
relates to the interconnection process and studies could be discussed further in the 
Solar*Rewards Community Working Group.  
 
Maximum Tap Regulators in Over/Under-Voltage Analysis. We explained that our HCA is 
done at system peak and day time minimum loading – it is not hourly. Based on 
participant questions, Dr. Rylander explained that he does not know which utilities 
use the Max Tap Regulator setting in their analysis. For Xcel Energy, this function is 
enabled and used.  IREC noted that they appreciate the information but would need 
some more time to think what is appropriate.  
 
Minimum Penetration Increment for Analysis. We explained that we examine available 
hosting capacity at 100 kW increments. A participant noted that 100 kw minimum 
penetration seems like a big increment if the system is 25 kW or even 250 kW. They 
wanted to know if there are any adjustments for systems significantly smaller than 100 
kW. We explained that 100 kW is the default in DRIVE for the Centralized method. 
A smaller increment for analysis would take significantly more iterations, but one 
potential option could be to examine smaller iterations up to 100 kW and then 100 
kW after that.  
 
Conclusion 
Michelle Rosier thanked participants for a robust discussion that covered a lot of 
topics, as intended by the Commission. She facilitated a closing discussion to identify 
time sensitive topics for the 2020 HCA that still need follow-up. The meeting 
participants agreed that the following topics need additional discussion, and Xcel 
Energy agreed to host a third stakeholder meeting in June: 
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1) The methodology to aggregate hosting capacity results to line segments/sub-
feeder level results,  

2) Maximum Tap Regulator discussion, based on IREC’s further identification of 
issues, and 

3) Unintentional Islanding and VSR in Pop-Ups. 
 
Xcel Energy also noted that it will answer in writing to the questions Fresh Energy 
submitted in an email.  
 
Workshop #3 – June 30, 2020: Hosting Capacity Analysis Final 
Inputs (35 Participants)   
 
This third Stakeholder Workshop was scheduled based on the participant feedback, 
and focused on four specific topics that were identified as needing follow-up: 
minimum penetration increment for analysis, factors that trigger feeder remodeling 
(large generation change), Unintentional Islanding and Voltage Supervisory Reclosing 
(VSR), and Max Tap Regulator setting.2 At the end of this workshop, the participants 
agreed that there were no additional open topics and that the stakeholder workshops 
had successfully achieved the goal of addressing any short-term needs for the 2020 
HCA.  
 
Michelle Rosier introduced the four agenda items and noted her role as overseeing the 
discussion, based on the Commission’s direction.  
 
Xcel Energy Presentation 
 
1) Minimum Penetration Increment 
Xcel Energy explained that this is the increment of simulated DER that is added in 
DRIVE tool to calculate the limiting criteria. Our HCA uses the default DRIVE 
value, 100 kW. The minimum increment impacts four DRIVE thresholds and would 
provide more granular results for these criteria. Based on participant questions, we 
explained that if the increment is smaller than 100 kW, it would increase simulation 
time and also be inconsistent with the Centralized method that focuses on large DER. 
We also clarified that a feeder showing zero hosting capacity could potentially have a 
small amount of capacity available, less than 100 kW.  
 

 
2 These topics were finalized with the Commission Staff in Ex Parte Communications, filed in eDockets on 
June 18, 2020. Xcel Energy provided separately a written answer to Fresh Energy and IREC on the 
methodology to aggregate hosting capacity results to line segments/sub-feeder level results. This email 
correspondence is included at the end of this document. 
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IREC stated that at this time, a 100 kW increment is probably a good place to start. 
However, if there will be more zero values with the limiting criteria being one of these 
four, IREC may want some additional analysis in the future. IREC also noted that the 
Centralized method is closest to the iterative method (vs. stochastic method), which 
IREC thinks is a bit more proven and appropriate for the interconnection use case. 
The Distributed method would be more appropriate for a planning use case. As long 
as the end purpose of HCA is interconnection, as IREC thinks it currently should be, 
then Centralized method is appropriate.   
 
Based on the stakeholder feedback, Xcel Energy will continue to use the 100 kW 
minimum penetration increment in the HCA. 
 
2) Feeder Remodeling – Large Generation Change 
Xcel Energy clarified that we update 1/3 of feeders per year for any system 
configuration changes. We also re-model feeders with significant load, generation or 
system changes each year (load deviation 500 kW or more; a new CSG or other large 
generation change; large capacity projects, feeder cuts, load transfers, etc.). 
Responding to participant question regarding what constitutes a large generation 
change, we explained that in 2019 we had 30 DER projects that were 100-500 kW in 
size, and none of them required distribution upgrades to the feeders. Considering this 
history, we will generally use 500 kW as the threshold for a large generation change 
that will trigger a feeder re-model.  
 
Participants asked if the 500 kW threshold for feeder re-model is per project or 
aggregate per feeder. We explained that this threshold is per project and that we do 
not experience multiple DER projects at this size per feeder and reminded that a new 
CSG always triggers a feeder re-model.  We stated that this approach matches what 
we currently see in our distribution grid, and we would modify this approach if we see 
changes in the type and size of DER that is interconnected. Also, we clarified that if 
the HCA would be used in the actual interconnection review process, we would need 
to re-visit this issue and probably use a smaller threshold.  
 
Xcel Energy committed to generally use 500 kW as the generation threshold that will 
trigger a feeder remodel in the HCA.  
 
3)  Unintentional Islanding and VSR 
Xcel Energy agreed to investigate what it takes to indicate on the heat map where 
VSR is already installed on the feeder, which would make the unintentional islanding 
threshold not to be a concern. We would then also remove threshold results from the 
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tabular report for these locations to avoid confusion. However, locating customer-
installed VSR is a completely manual effort that requires field verification. 
 
4) Max Tap Regulator Setting 
Max Tap Regulator setting is an advanced setting in DRIVE and currently set up as 
“enabled” in the HCA. Both Xcel Energy and IREC presented on the technical details 
on the Max Tap Regulator setting; IREC’s goal was to understand what this setting 
does and if any further investigation is necessary. There was a robust technical 
discussion among IREC and Xcel Energy engineers, who all agreed on what the Max 
Tap Regulator Setting does. This setting takes into account variations in load, 
regulator response, and the resulting voltage changes within the regulator dead band 
that will and do occur on the system. Basically, the setting increases the voltage profile 
downstream the voltage regulator. IREC did not request any changes, but stated that 
if there are more load data points (load term hours) in the future HCAs, they may 
want to revisit this issue. Also, IREC pointed out that it would be interesting to see 
what the impacts of Max Tap Regulator setting on/off would be on a sample of 
feeders. Xcel Energy noted that this setting does not impact results very often and in 
general it is pretty rare that regulators are impacting the hosting capacity results.  
 
Based on the stakeholder feedback, Xcel Energy will not make any changes to the 
Max Tap Regulator setting for the 2020 HCA. 
 
5) Line Drop Compensation 
IREC pointed out that line drop compensation would allow for larger voltage 
headroom and asked if line drop compensation is used in the field and accounted in 
the HCA.  Xcel Energy explained that this is not used in the HCA for many reasons.  
Adding regulator settings to Synergi would be a manual effort. Also, the HCA is fairly 
comparable to a screen level analysis in interconnection, and these screens do not 
include the exact setting of a regulator. This level of detail would require an actual 
interconnection study.  Xcel Energy does use line drop compensation in the field, but 
it would be an enormous job to obtain this data manually, since it is currently not in 
our GIS. In the future, our AGIS and ADMS initiatives should be able to provide this 
and other similar information that can then be extracted and included in the HCA.  
 
IREC appreciated the information Xcel Energy provided and noted this as a potential 
improvement sometime in the future. 
 
Conclusion  
Michelle Rosier asked the participants’ feedback if any other follow-up on the 
technical assumptions and thresholds for the 2020 HCA is needed. Participants agreed 



Docket No. E002/M-20-___ 
2020 Hosting Capacity Analysis 
Attachment D1 - Page 11 of 12 

11 

that there are no open items and the three Stakeholder Workshops have addressed all 
short-term technical items for the 2020 HCA, as identified in the Commission’s July 
31, 2020 Order, Order Point 22.  Michelle Rosier also noted that there will be 
additional opportunities for discussion on the long-term goals for Xcel Energy’s 
HCA, such as more frequent updates and integrating the HCA with the pre-
application report or interconnection process steps. 
 
Xcel Energy’s Response to Fresh Energy’s June 11, 2020 Email 
Questions 
 
1. What methodology does Xcel use to aggregate nodal HCA results into line 

segments, and line segment results into sub-feeder level results?  Does Xcel 
limit aggregation to ensure HCA values don’t range too widely across one line 
segment or sub-feeder result? 

 
When we run our hosting capacity analysis in DRIVE, the results are at the line 
segment level. The result of this is thousands of segments per feeder.  As part of the 
heat map process, we group segments together based on proximity – approximately a 
500 ft. by 500 ft. area. So, when users click on the heat map within the more dense 
portions of our system, they may get results of multiple segments in the pop-up. All 
values (hosting capacity or otherwise) for any grouped segments are shown in the 
pop-up, either as separated by a comma or in a separate pop-up page.  
 
2. Has Xcel updated the non-HCA data presented on the hosting capacity map 

since the Nov 2019 update? (I believe you intended to update at least DER 
capacity figures mid-year). And is there any barrier to begin updating the non-
HCA data monthly or quarterly?  

 
No, we are focusing our resources on our 2020 analysis and the analysis and 
information associated with the Commission’s determinations in our 2019 HCA 
proceeding – including the Commission’s adoption of a long-term goal to use the 
hosting capacity analysis in the interconnection process’s fast track screens.  We note 
that we continue to update our DER queue monthly, which is available on our 
website at: https://www.xcelenergy.com/working_with_us/how_to_interconnect.   
With respect to potential monthly or quarterly updates, part of the information the 
Commission is expecting with our 2020 HCA report involves analysis of more 
frequent updates, including monthly and/or quarterly; we are working on that analysis 
and will include it with our 2020 report.   
 

https://www.xcelenergy.com/working_with_us/how_to_interconnect
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3. On the list of pre-application data, there are a few items where Xcel notes a 
significant technology requirement in order to provide on the map (TR Gen 
Capacity and Feeder Gen Capacity) (See response to IREC-IR-6). Can the team 
explain what these data points are, and go into more detail on what would be 
required to add them to the HCA map/pop-ups and tab report?  

 
The TR and Feeder Gen Capacity values are calculations based on the transformer or 
feeder capacity rating, respectively, and daytime minimum load. The technical 
requirements needed to add these values to the map would involve developing and 
integrating equations within the actual map or prior to map creation with information 
that is currently not part of the data we are providing publicly due to customer 
privacy/confidentiality and customer and grid security reasons. The technology 
requirements we referenced would be associated with presenting the data in a secure 
format, such as through some type of portal to control and monitor access to the 
data, and the work associated with necessary equations that would auto-populate 
values within the map. 
 
4. During the hearing this morning, the Xcel team mentioned that it would be 

possible to reverse engineer a customer’s load profile/peak load from hosting 
capacity results.  We do not understand how this would be done given the 
number of inputs to DRIVE and Xcel’s feeder models. Can you explain how 
this would be done, and the combination of data points that would make it 
possible? 

 
First, we believe questions about customer privacy and confidentiality, and customer 
and grid security will be examined as part of a process directed by the Commission as 
an outcome of our 2019 HCA proceeding.  Further, to the extent we believe sensitive 
customer or grid data might be inappropriately disclosed through reverse engineering, 
we do not intend to publicly provide a roadmap for that to occur.  We note that the 
noted discussion was in reference to the 15/15 aggregation standard we applied to our 
results that removes feeders from the Heat Map that fail to meet that standard. These 
feeders by definition have either minimal/fewer than 15 customers, a single large 
customer, or both circumstances.  Our 15/15 standard is intended to protect the 
anonymity of our customers’ energy usage information, unless we have their consent 
to disclose it, in compliance with a customer privacy/confidentiality framework 
established by the Commission in Docket No. E,G999/CI-12-1344. We expect to 
have additional discussion and exploration of these issues in conjunction with next 
steps stemming from our 2019 HCA proceeding, as noted above. 
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HOSTING CAPACITY ANALYSIS – SEPTEMBER 2020  
STAKEHOLDER WORKSHOPS 

 
Xcel Energy hosted a series of three Stakeholder Workshops in September 2020 to 
obtain feedback on the potential future use cases for its hosting capacity analysis 
(HCA), as directed by the Commission’s July 31, 2020 ORDER ACCEPTING REPORT 
AND SETTING FURTHER REQUIREMENTS. The workshop presentations were filed at 
the Commission’s eDockets under Docket No. E002/M-19-685 and are also available 
at Xcel Energy’s website under “How to Interconnect,” section “Hosting Capacity 
Stakeholder Resources.” We also recorded the sessions and have posted the 
recordings on our website at:  
 
https://www.xcelenergy.com/working_with_us/how_to_interconnect  
 
Finally, we have emailed all workshop participants links to the recordings and 
presentations on our website as well as to the filings on eDockets.  
 
Workshop #4 – September 2, 2020: Exploring the Future of Hosting 
Capacity Analysis at Xcel Energy  
Long-Term HCA Goals and Use Case Analyses (45 Participants)  
 
The purpose of this workshop was to provide background and set the stage for 
evaluating the costs and benefits of four potential long-term use cases for Xcel 
Energy’s HCA. These four HCA options are: remaining an early indicator for 
interconnection; integrating with pre-application report; replacing or augmenting 
initial or supplemental screens of the Fast Track process; and automating the 
interconnection process.  Order Points 4 and 5 of the Commission’s July 31, 2020 
Order directed Xcel Energy to: 
 

• Collaborate with stakeholders in evaluating the costs and benefits associated with a 
hosting capacity analysis able to achieve the following objectives:  
a. Remaining an early indicator of possible locations for interconnection;  
b. Replacing or augmenting initial review screens and/or supplemental review in the 
interconnection process; and/or  
c. Automating interconnection studies.  

• Continue working with stakeholders to identify opportunities to integrate the HCA 
and the MN DIP pre-application and screening processes in future iterations of the 
HCA. 

 

https://www.xcelenergy.com/working_with_us/how_to_interconnect
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Xcel Energy Presentation and Discussion 
 
Integrate HCA with the Pre-Application Report 
 
Xcel Energy explained that all information in the HCA map is feeder-based rather 
than location-based. The pre-application report has added value because it contains 
specific information of the location where the project is potentially going to 
interconnect. In the upcoming 2020 HCA, the pre-application data components 
included in the heat map will increase from 40 percent to 60 percent. We can achieve 
60 percent, but it is difficult to go beyond that to provide additional data components, 
because these have customer privacy and confidentiality and system security risks.  We 
would like to hear feedback on what pre-application or other data for the HCA map is 
important or not so useful, and what other data would be useful. 
 
Participants provided the following feedback: 
 
• The HCA map is not showing the interconnection point – is there a way to know 

from the HCA where the point of interconnection would be? 
• Include in the HCA map all the basic distribution system data, as long as it does 

not violate the 15/15 rule regarding customer data privacy. For example, detailed 
load profiles would show exactly what the load profile of any circuit is. In this way, 
it would be possible to develop projects that use export controls in order to avoid 
those times of the day when there might be constraints.  

• Annual peak load, day time minimum load, and kVA of transformer feeding the 
service are very useful in the map, HCA and pre-application report.  

• More frequent HCA updates. 
• There is demand for residential and small commercial systems, but there is no 

capacity on the feeder. There should be a way to figure out how to use smart 
inverters, back-up systems, and other similar ways to curtail production at times 
when production cannot go to the grid. It is a big problem if a customer cannot 
interconnect to the feeder in front of their own house. 

 
Xcel Energy explained that MN DIP does not currently allow developing projects that 
would adjust to daily, hourly load profiles. This would need to be part of a more 
general discussion of the future of the interconnection process and would require 
changes to the MN DIP. Similar discussions would need to take place regarding smart 
inverters. 
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Xcel Energy also noted that we will discuss refreshing or updating the HCA more 
frequently in the next workshop #5 and a plan will be included in the November 2020 
filing. 
 
Integrate HCA with the Interconnection Process 
 
Participants had many comments on how the current MN DIP process is not 
working. They pointed out delays when projects are “put on hold;” feeders and 
substations that have no capacity; long queues; missed milestone deadlines by Xcel 
Energy; and problems with data quality/field verifications for review screens and 
system impact studies. Participants had serious concerns and stated that missed 
milestones occur at every stage from application submittal through receiving 
permission to operate (PTO). 
 
Xcel Energy acknowledged that there have been some problems with implementing 
the MN DIP process and that we want to improve the process, listen how we can 
provide better information, and help to establish projects more efficiently. Our goal is 
to support safe and reliable projects that do not have operational issues. We recognize 
that the MN DIP process, which combines solar rooftop installations with gardens 
for interconnection in one queue, has raised new issues. We acknowledge that other 
issues in the implementation of the MN DIP include putting projects on hold and 
identifying constrained feeders and long queues. Xcel Energy is committed to make 
the interconnection process work better and is implementing process improvements 
to do so. We will also add resources, but there is complexity in managing resources 
and workload for the multi-stage MN DIP process. 
 
Xcel Energy explained that the reason for capacity constraints can be at the substation 
level, typically the substation transformer, or at the feeder level. This will vary by 
situation, and it is possible that one feeder to the same substation has constraints but 
another feeder does not. We have made some recent changes to expedite small solar 
projects (< 40 kW) that are put on hold by allowing them to bypass the queue if they 
have minimal impacts and there is enough capacity on the feeder/substation. 
 
Xcel Energy also noted that the Distributed Generation Working Group (DGWG) is 
meeting next week to address several MN DIP-related issues, and putting projects on 
hold is on the meeting agenda. We recognize the feedback that there is need for more 
transparency in the process when a project is on hold.  
 
Participants asked that Xcel Energy in the next workshop shares a list of the specific 
commitments Xcel Energy has made to improve accuracy, speed, transparency, 



Docket No. E002/M-20-___ 
2020 Hosting Capacity Analysis 

Attachment D2 - Page 4 of 16 

4 
 

resources etc. of the MN DIP process, including listing the commitment, 
implementation date, and key performance indicator (KPI). 
 
City of Minneapolis emphasized that from a public interest perspective, it is critical 
for residents and businesses to have a predictable, affordable interconnection 
experience when planning a DER project. An increasing number of municipalities 
recognize a smooth interconnection process as a priority for meeting our local clean 
energy goals.  
 
Xcel Energy again recognized the process issues, but noted that the discussion here is 
about the future role of the HCA – we would like to obtain feedback on how the 
HCA works today and what changes are needed for the future. We explained that the 
next workshop session is on Use Case 1: HCA remains a separate and early indicator 
for interconnection, as is its current role, but maybe with more frequent updates or 
targeted updates. The last workshop is on Use Cases 2-4: how to integrate HCA with 
MN DIP or augment MN DIP. Xcel Energy emphasized that we want to hear your 
thoughts today, so we can incorporate them to the upcoming workshops. 
 
Feedback for Future HCA Use Cases 
 
The participants provided the following feedback on future HCA use cases: 
 
• Future HCA use cases should help a developer to understand how an application 

may be impacted by substation queue or feeder queue and whether it is likely that 
the application will be put on hold. 

• The HCA map should provide the total queued generation and the connected 
generation at both the substation and feeder levels, as is done in some other states. 
The queue data should be updated more frequently. 

• Assigning data attributes to specific feeder sections and making that data 
downloadable is extremely useful, allowing developers to utilize the HCA map in 
their own systems/GIS. 

• More frequent updates to the HCA map to better inform interconnection. 
• The upcoming workshops should go through all initial and supplemental review 

screens and think how the HCA software could task for the things that are 
reviewed in these screens. Originally, the HCA was designed as an alternative for 
the 15% penetration screens.  

• Xcel Energy should provide more information on the written data validation plan; 
the Commission ordered Xcel Energy to provide a draft and opportunity for 
comment.  
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• Add criteria violations or other information in the HCA that would show if the 
feeder is at risk of a substation queue or lacking substation capacity. Small, non-
exporting projects are caught in this situation.  

 
Xcel Energy noted that the 2020 HCA report will describe the stakeholder feedback 
on data validation and how we currently validate our HCA data, but we will not create 
a written data validation plan or offer an opportunity to comment it before the next 
filing. It would not be efficient use of resources to create a written data validation plan 
for an outdated use case. When we know more about the details how the future HCA 
will look like, then we will work on updating and creating a data validation plan to 
match that use case.  
 
Xcel Energy noted that the HCA shows existing DER at feeder and substation, but 
the data has not updated since the November 2019 filing. The DER queue, updated 
monthly and available at the Company’s website, now also includes the number of 
active applications per feeder, which helps developers to identify feeders with capacity 
constraints and assess the likelihood of being placed on hold. We also explained that 
the HCA map or the public queue does not show substation transformer capacity 
because of security concerns. 
 
Workshop #5 – September 10, 2020: Exploring the Future of Hosting 
Capacity Analysis at Xcel Energy  
Use Case 1 – HCA Remaining an Early Indicator for Interconnection 
(44 Participants)  
 
This workshop focused on the first potential use case: the HCA remaining an early 
indicator for interconnection. The goal was to learn if the current HCA is useful for 
this purpose; whether it provides reliable estimates and sufficient information; and 
how the stakeholders would suggest improving it. For example, we asked feedback on 
how frequently the HCA map should be updated and whether targeted, partial 
updates would be sufficient.  
 
Xcel Energy Presentation and Discussion 
 
We clarified the distinction between the HCA workshops and the Distributed 
Generation Working Group (DGWG) that is currently meeting to address the MN 
DIP process. Michelle Rosier, DER Specialist with the Commission, explained that 
the DGWG will meet on September 11, 2020 to address certain MN DIP issues. This 
will be an all-day meeting and topics include studying projects serially in the queue; 
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timeframes for reviewing completeness of interconnection applications; and an 
overview of the MN DIP process experience for the first year of implementation. 
 
As requested in the last workshop #4, Xcel Energy shared a list of improvements it 
has committed to make to increase the timeliness and accuracy of the MN DIP 
process. We have implemented better internal tracking and added dedicated resources, 
which include training additional internal employees and consultants. We have also 
switched workload to enhance the process and are considering other pro-active steps, 
such as creating models in advance for feeders/areas where we see a higher number 
of interconnection applications. The same employees do not conduct system impact 
studies and fast track screens, for example.  
 
We conducted polling during the online Zoom workshop, and the following sections 
describe the feedback received via polling. We note that the number of respondents 
to the polling questions was small, and the majority of the respondents indicated that 
they had not used the HCA often enough to provide answers to some questions. 
 
Polling Results – Usefulness of Current HCA 
 
Most of the respondents felt that the current HCA is not detailed enough to provide 
reliable estimates of the available hosting capacity and does not provide sufficient 
information to make preliminary decisions on interconnection. However, the 
participants clarified that the main reason for this is because the HCA is not updated 
frequently enough.  
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Participants generally agreed that the HCA must be updated more frequently in order 
to provide reliable estimates. If the HCA were updated more often, then the results 
could be trusted. IREC also noted that the HCA results would need to be reviewed 
and validated in a transparent manner to be reliable, ideally by an independent third-
party. Although Xcel Energy’s internal quality assurance and validation would be 
good, a third party evaluation of HCA results provides a much greater level of trust 
from stakeholders.  
 
Another participant stated that they gain enough information from the HCA to have 
an idea what areas could work for projects, but they need additional engineering 
analysis to determine actual locations. There is a grey area that the HCA does not 
provide answers for. 
 
Polling Results – Frequency of Updates 
 
The majority of the respondents believed that the HCA should be updated monthly:  
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One participant thought that the HCA should be updated every time a new study is 
done and an Interconnection Agreement is executed as a result, because a prior-in-
queue application will typically impact the available capacity for the next in queue 
project. 
 
Targeted or Partial Updates 
 
Participants asked if the HCA could be updated when there are system changes. Xcel 
Energy responded that we could update information in the pop-ups more frequently, 
which would not require running a full HCA analysis.  We could also target feeders 
that experience greater than a certain amount of new generation or load, which would 
then trigger an update for the HCA for the impacted feeders.  
 
IREC pointed out that we discussed in an earlier workshop when feeder models are 
updated for the HCA. The criteria that trigger new feeder model are: 500 kW or larger 
load deviations; addition of a solar garden or other large generation (>500 kW); and 
other significant changes (large capacity projects, feeder cuts, load transfers, etc.). 
IREC asked if these same criteria could apply to making targeted updates to the HCA 
for those feeders that have these changes.  
 
IREC also stated that the HCA should be updated every time the queue is updated, 
which happens monthly. This could be an update for the public queue values only, 
although the preference would be to run the HCA again with the new DER values. 
This partial update of the HCA is used in other states, and the maps indicate that the 
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hosting capacity values are not updated, but the DER values are. Xcel Energy 
confirmed that the pop-ups could have two different dates, one when the HCA was 
updated and one when the DER was updated. 
 
Xcel Energy clarified that the HCA does not currently include any substation-level 
information, so a developer would not know about any changes at the substation 
level. We would need to investigate how to indicate substation level changes in the 
HCA.  
 
Participants also stated that the following information would be useful: 

• The size and voltage of the service transformer. 
• Information on feeders with high penetration and minimal available capacity.  

 
Xcel Energy noted that we can include additional notes in the pre-application reports 
if the feeder has high penetration and low capacity.  For the HCA, we will consider if 
this information can be made available in the notes field. Also, the public queue on 
our website gives some indication on high penetration feeders.  
 
Polling Results – Willingness to Pay 
 
Most respondents were willing to pay for an improved HCA via annual subscription, 
although nearly as many respondents thought that the HCA should remain free.  
 
Fresh Energy noted that non-profits and government entities use HCA data for 
informational purposes, not for DER development. There is an important public 
interest and benefit to have at least this early indicator use case for free, as it is very 
informational for also neighborhood level data. National best practice is that the 
HCAs are free.  
 
IREC reminded that the developers are very concerned about how Xcel Energy is 
administrating the current interconnection process. The improvements made to the 
HCA, like frequent updates, should be viewed as an investment to alleviate problems 
in the interconnection process. Xcel Energy’s ability to comply with MN DIP 
timelines, etc. is a benefit and an improved HCA map would be one way to help do 
that.  
 
Xcel Energy agreed that there are public benefits of having the HCA a free resource. 
We want to give the Commission information on what the costs and benefits will look 
like, and by no means are indicating that the HCA will have a fee in the future. 
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What Change Would Be the First Priority? 
 
Xcel Energy asked what would be the first priority for change along the way to the 
long-term goal of replacing Fast Track screens. It is important for us to know where 
to spend our time and resources and not to work on an improvement that does not 
satisfy developers. 
 
IREC stated that conducting more frequent updates is number one priority and then 
validation of the HCA results. Several other participants agreed that consistent 
updates at least monthly are the first priority. Participants also added that a high 
priority is to know whether the location has capacity and an ideal tool would also 
allow the user to download shapefiles that can be overlaid with developers’ internal 
systems. Similarly, provide developers access to the API data so that they can integrate 
data in their own software and GIS application. 
 
Other suggestions included: 

• Unifying the HCA map with the queue spreadsheet, for example, when an 
attribute table is pulled up it would also have the queue status on it;  

• Providing an hourly load profile so that developers could be more specific in 
design and determine at what time their project should or should not be 
exporting; and  

• Providing technical criteria violations in the HCA so that developers would 
know which criteria is causing the limit and what is needed for upgrades.   
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Workshop #6 – September 15, 2020: Exploring the Future of Hosting 
Capacity Analysis at Xcel Energy  
Use Cases 2, 3, 4 – Integrate the HCA with Various Interconnection 
Steps (40 Participants)  
 
The purpose of this workshop was to focus on the potential Use Cases 2, 3, and 4, 
which explore how the HCA can be integrated with various steps of the 
interconnections process: 
  

• Use Case 2: Integrate with the Pre-Application Report, 
• Use Case 3: Replace or Augment Fast Track Initial Review or Supplemental 

Review,  
• Use Case 4: Automate the Interconnection Process.  

 
Xcel Energy Presentation and Discussion 
 
After introductions, we conducted the first participation poll, asking about the 
participants’ interest in the HCA/interconnection integration and the main reason for 
attending the workshop. 
 

 
 
Use Case 2: Integrate with the Pre-Application Report 
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The workshop continued with a second poll that asked several questions about the 
Pre-Application Report. The majority of the respondents had not used Pre-
Application Reports and only four participants had used them fairly frequently, more 
than 10 times per year. About half of the respondents anticipated that their use of the 
Pre-Application Report will stay the same or double in the near future. Accuracy of 
the Pre-Application Report was clearly the top priority (81%), followed by fast turn-
around (13%). 
 

 
 

How Do You Use Pre-Application Reports? 
 
Participants who had regularly used the Pre-Application Reports stated that they use 
them to look for and select suitable project sites and to identify potential landowners. 
If the HCA map would include the Pre-Application data, this would increase 
efficiency and make it quicker to select sites. Another participant noted that they have 
not used the Pre-Application Report, but rely more on the HCA map and public 
queue because those are free resources. However, they will use the Pre-Application 
Report to prepare for an upcoming batch study to analyze an area of feeders and a 
substation. 
 
IREC also noted that if more data is available in the HCA map, it will be used also by 
public interest parties for evaluating Xcel Energy system. They would look at the 
system and try to understand the figuration and any constraints for DER 
development. Having more data available publicly helps that purpose. 
 
Idea Storming for Integrating the HCA with the Pre-Application Report 
 
Participants provided the following feedback on what data in the Pre-Application 
Report is essential and on any ideas how to integrate the HCA with the Pre-
Application Report: 
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• Pre-Application Reports could help and have value for small projects in 

congested small urban areas, if that information is available quickly. Show if 
feeder congestion impacts smaller projects, < 40 kW.  

• Determine how the Pre-Application Reports can help, be economical, and add 
value for small-scale projects. 

• Provide information that helps to determine whether system upgrades or 
mitigations are needed. 

• Provide information on any recent system upgrades or any future system 
improvements that are not directly related to DER.  

• It appears that a developer needs to wait for 60 days to see if a project fails 
initial review, secondary systems larger than 20 kW. If this information would 
be available through the HCA, projects could go directly to supplemental 
review and save time.  

• Pre-Application Report should be available quickly, current 15 business days is 
too long. For on site projects, such as a 100 kW rooftop project in Twin Cities, 
developers cannot wait more than 5 days. For CSGs, 5 days would be great, 15 
business days is too long.  

• Provide the size, phase, and voltage of transformers serving customers. 
• Any information that helps to determine if there will be a major delay or 

opportunities to speed up the project (e.g., a 5 MW CSG in front of the site or 
projects not yet studied). 

• Provide potential remaining capacity, queue information, schedule for prior-in-
queue projects, information if small projects can bypass the queue.  

• No preference on how to apply for the Pre-Application report, as long as the 
method is accurate (e.g., GPS coordinates are more accurate than clicking a 
map). 

• Consider two types of Pre-Application Reports: cheaper and faster for smaller 
systems, more detailed for large systems (additional time and cost).  

 
Use Case 3: Replace or Augment Fast Track Initial Review or Supplemental 
Review  
 
How Could the Initial/Supplemental Review Be Improved Through HCA Integration? 
 
The participants provided the following information on their role and interconnection 
application volume. 
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Similarly to the Pre-Application Report, the participants identified accuracy (60%) and 
fast turn-around (40%) as the top priorities for the initial review. 
 

 
 
The participants provided the following feedback on integrating the HCA with the 
initial/supplemental review: 

• Can the process be automated so that the developers could complete initial 
screens on their own – they would input project data and the application 
system would ping into Xcel Energy records and provide a pass/fail scenario. 
This would save time for both developers and Xcel Energy. 

• Self-serve initial screens that could be run or integrated with developers’ own 
processes would clean up many other issues that come later upstream in the 
interconnection process. 
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• It would be great if developers could immediately see from the automated Pre-
Application Report or initial screens if there are projects ahead in the 
supplemental review or study process. 

• Can Xcel Energy commit to have an evaluation whether the HCA tool can do 
each review screen by the November filing? We were expecting such a 
comparison in this workshop.   

• Replace or augment some initial screens with checks against HCA. For 
example, use HCA value to replace the 15% penetration screen with a check 
against the HCA value. This real integration would replace the conservative 
rule-of-thumb MN DIP screens with more location-specific HCA results. 

• Both automating the initial screens and using the HCA values in the 
initial/supplemental screens is important. The Commission has expressed a 
long-term goal of integrating the HCA with the interconnection process. And 
these two things would create efficiency between the two processes. There is a 
lot of relevant data in the HCA, and it would be important to see how that data 
can be used in initial and supplemental screens. 

• If the initial screens are automated and integrated with the HCA, it would 
shorten the timeframe to about 5 days. This would shorten the next steps, for 
example, the supplemental screens could change to a 15-20 day process.  

 
Xcel Energy commented that how to modify the MN DIP screens to an automated 
self-serve application is a larger question and reaches beyond this HCA process 
discussion to overall MN DIP procedures. Xcel Energy made a commitment to 
provide in the November HCA filing an analysis whether DRIVE can perform the 
MN DIP screen tasks. 
 
The following chart was completed during the workshop to summarize the ideas 
discussed: 
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Use Case 4: Automate the Interconnection Process 
 
Additional discussions on automating the MN DIP interconnection process included 
the following: 

• Could supplemental screens be integrated with the initial screens to expedite 
the review and process? 

• It would helpful if some or all initial screens could be skipped if we know that 
the project will go to supplemental screens. This would provide flexibility and a 
smoother, faster process. 

• Consider modifying the MN DIP timelines. For example, the 30-day timeline 
for supplemental screens seems unnecessarily long and should be shortened.  

• The application completeness review should have more flexibility to avoid 
repeated back-and-forth between Xcel Energy and developers. The 
completeness review has a 5-10 day delay each time a piece of information is 
unclear or missing from the application. Multiple review cycles could be 
avoided by using notes that indicate what the applicant must update in future 
plans and by Xcel Energy trusting that the applicants will make those changes.  

• Xcel Energy could consider an application fee fund that would pay for system 
upgrades for small projects so that they are not hit with large, expensive 
upgrades. All small systems would pay a uniform fee, based on the average cost 
of system upgrades from the past year. In this way all small projects pitch to 
costs, and there are no separate upgrade costs for individual projects. 

 
Xcel Energy commented that many of the ideas suggested by the participants are MN 
DIP issues that need to be discussed further and that Xcel Energy cannot make 
unilateral decisions on them. Also, combining the initial and supplemental review 
screens may save time for those projects that need both screens, but it could delay 
those projects that need only initial screens.  
 
Xcel Energy thanked everyone for participating in this last workshop in the series and 
explained that our November filing will include the HCA report, map and tabular 
sheet; summaries of the workshops; and analyses of the four HCA use cases identified 
by the Commission. 
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Hosting Capacity Analysis – Security and Confidentiality Considerations 
 
Grid security and customer confidentiality and security are important issues for the 
Company, our customers, and the broader Minnesota economy.  The electric grid is 
both highly vulnerable to attack and attractive to potential adversaries due to the 
dependence of all other critical infrastructures on it.  Disruption of high consequence 
parts of the grid, critical infrastructure connected customers, or a sustained, 
widespread power outage could have severe consequences on things we rely on 
everyday including telecommunications, water, food, refrigeration, or working fuel 
pumps. 
 
The Commission’s July 31, 2020 Order addressed privacy and security considerations 
for the Company’s 2020 HCA, and stated the Commission’s intent to further discuss 
grid and customer security issues related to public display or access to grid data, 
including distribution grid mapping, aggregated load data, and critical infrastructure in 
a proceeding that includes additional parties, experts, and utilities. The Commission 
initiated that proceeding on October 30, 2020, issuing a Notice of Comment Period in 
Docket Nos. E002/M-19-685 (the Company’s 2019 HCA proceeding) and E999/CI-
20-800.  We look forward to participating in an expanded dialogue on these issues. 
 
Specific to our 2020 HCA, the July 31, 2020 Order required the Company to 
separately evaluate and justify each privacy and security concern and provide a full 
description and specific basis for withholding any information. The Commission 
further directed the Company, to the extent practicable, to show the actual locations 
of distribution system lines instead of broad blocks of color (blurring) on the HCA 
map (Order Pt. 12 of the July 2020 Order).   
 
Immediately below we summarize the additional information we include with this 
report as it relates to the Commission’s July 2020 Order and its public/not public 
treatment.  Unless otherwise noted, we outline in the below Table 1 the additional 
data elements Order Pt. 6 directed the Company, to the extent practicable, to include 
in the HCA map and/or tabular results.1  With each data item, we note whether we 
provide that information publicly or as not public information:2   
 

 
1 Order Pt. 6 directed the Company to include specific data elements in the HCA map and in downloadable 
spreadsheet format.   
2 Also, see page 20 of Attachment A for a complete list of the (public) information included in the Tabular 
Report and Heat Map pop-ups. 
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Table 1: Required Additional Data Elements and  
Public/Not Public Treatment 

 

Data Element 
Map/ 

Tabular* Public  Not Public Treatment Reason 
Transformer Name M/T Y  N/A - Public 
Transformer Absolute Min M/T Y  N/A - Public 
Load Tap Changer (LTC) or 
Regulator 

M/T Y  N/A - Public 

Feeder Absolute Min M/T Y  N/A - Public 
Network or Radial M/T Y  N/A - Public 
Unique line segment name or 
number in HCA Map pop-up3 

N/A N/A  N/A  

Actual location of distribution 
system lines on HCA Map, to 
the extent practicable4 

M N  Security concern regarding displaying 
full feeder routes. See Part D below 
and Attachment E.  

In Tabular report, the criteria 
violation and corresponding 
HCA value for each run and 
location and map, with 
appropriate caveats5 

T Y  N/A - Public 

Tabular report containing sub-
feeder results like displayed on 
the HCA Map6 

T Y  N/A - Public 

Note feeders on Tabular report 
with estimated DML7 

T Y  N/A - Public 

* M = Map, T = Tabular Report 
 
Providing public access to additional information demonstrates our commitment to 
increase the value of our HCA Report and at the same time does not compromise 
grid security or customer confidentiality and security. 
 

 
3 Order Point No. 11, to the extent practicable. Due to technical limitations, we were not able to include a 
unique name or number for each line segment in the HCA map pop-up. Each sub-feeder section of the HCA 
map can include many individual line segments. To implement this addition, line segments would need to be 
aggregated for each sub-feeder section of the HCA map. Such aggregation requires a methodology for 
determining what line segment should be displayed with an ID without cluttering the entire pop-up box. The 
Company will continue to explore technical solutions with a goal to implement the segment identification in 
future updates. We note that we were able to include a unique number for each line segment in the sub-feeder 
Tabular Results as public information.  
4 Order Point No. 12 
5 Order Point No. 15 
6 Order Point No. 13 
7 Order Point No. 14 
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Our approach to providing specific data in this 2020 HCA largely follows our 
approach in 2019 and previous reports. These treatments include redacting a limited 
number of feeders from the heat map with connected critical infrastructure, or where 
a feeder did not meet our 15/15 customer energy usage data (CEUD) aggregation 
threshold.  For these reasons we excluded 115 feeders out of a total of 1,050 feeders 
included in the 2020 HCA.8 However, we provide data for all feeders on the Tabular 
spreadsheet. This spreadsheet does not identify which feeders fall under Critical 
Infrastructure Sectors (CIS) categories or which are subject to privacy concerns, 
consistent with our goal to not make apparent for a bad actor to target sensitive 
feeders. Further below, we explain why peak load information is not being publicly 
provided, why we continue to publish a Heat Map rather than an exact model of our 
distribution grid, and highlight the continuing risks we believe are associated with 
publicly releasing this type of information. 
 
A.  Feeders Removed from the Public Facing Heat Map to Protect Critical 

Infrastructure and Customer Security 
 
Certain feeders are not shown on the heat map in an effort to not publicly display 
information in order to align with protecting CIS as identified by the U.S. Department 
of Homeland Security (DHS). Showing this information on the heat map would make 
it easier to identify actual customer connections and create further CIS concerns.  
 
As explained in our November 1, 2019 Hosting Capacity Report in Docket No. 
E002/M-19-685, through creation of a new arm of DHS, the Cybersecurity and 
Infrastructure Security Agency (CISA)9 has identified 16 critical infrastructure sectors 
whose assets, systems, and networks are considered so vital to the United States that 
their incapacitation or destruction would have a debilitating effect on security, 
national economic security, national public health or safety, or any combination 
thereof (see https://www.cisa.gov/critical-infrastructure-sectors). These sectors are: 
Chemical, Commercial Facilities, Communications, Critical Manufacturing, Dams, 
Defense Industrial Base, Emergency Services, Energy, Financial Services, Food and 
Agriculture, Government Facilities, Healthcare and Public Health, Information 
Technology, Nuclear Reactors Materials and Waste, Transportation Systems, and 

 
8 Excludes network feeders. 
9 CISA is a federal agency, created to protect the nation’s critical infrastructure. It was created through 
the Cybersecurity and Infrastructure Security Agency Act of 2018, which was signed into law on November 
16, 2018. CISA is responsible for protecting the nation’s critical infrastructure from physical and cyber 
threats. Its mission is to “build the national capacity to defend against cyber attacks” and to work “with the 
federal government to provide cybersecurity tools, incident response services and assessment capabilities to 
safeguard the .gov networks that support the essential operations of partner departments and agencies.” 



Docket No. E002/M-20-___ 
2020 Hosting Capacity Analysis 

Attachment E – Page 4 of 9 
 

4 
 

Water and Wastewater Systems. As explained below, we have correlated certain of 
these categories with our decision to remove from the heat map those feeders that 
serve these critical infrastructure sectors. 
 
Before DHS/CISA identified these categories, we had worked with our customer 
account management group on prior hosting capacity mapping to identify the 
customers and their associated feeder(s) that would fall into the following critical 
infrastructure categories that happened to eventually line up with the following noted 
DHS categories:  

• Critical Energy Infrastructure (similar to DHS Energy sector) on distribution 
feeders, 

• Critical Hospital - Level 1 or 2 Trauma Center (similar to DHS Healthcare and 
Public Health sector) on distribution feeder, 

• Critical Data Center (similar to DHS Communications and Information 
Technology sectors) on distribution feeder, and 

• Critical Public Gathering Center (similar to DHS Commercial Facilities sector) 
on distribution feeder. 

 
This listing is not as robust as the 16 categories developed by the DHS, but it is 
consistent with what the Company had already publicly released. As we noted 
previously, feeders that met the security criteria listed above are excluded from the 
heat map but included on the tabular spreadsheet. 
 
B. Feeders Removed from the Public Facing Heat Map to Protect 

Customer Confidentiality  
 
We have marked information as protected data consistent with the application of the 
15/15 standard as discussed in In the Matter of a Commission Inquiry into Privacy Policies of 
Rate-Regulated Energy Utilities (Docket No. E,G999/CI-12-1344. The 15/15 standard 
imposes two restrictions to protect customers’ privacy: (1) An aggregation must 
contain at least 15 customers or premises per customer class; and (2) A single 
customer or premise cannot account for 15 percent or more of data of the aggregated 
group. Consistent with the Commission’s January 19, 2017 Order in that docket, the 
Company filed its aggregation and release policies on February 10, 2017 and further 
explained the 15/15 standard in that filing. Information that falls under the 15/15 
threshold is marked by the Company as protected data and is not public. Pursuant to 
Minn. Stat. § 13.37, subd. 1(b)., the information is Trade Secret as the specific 
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customer information derives independent economic value, actual or potential, to 
Xcel Energy, its customers, suppliers, and competitors, from not being generally 
known to, and not being readily ascertainable by proper means by other persons who 
can obtain economic value from its disclosure or use. Disclosure of the trade secret 
information would have a detrimental effect by providing valuable information not 
otherwise readily ascertainable and from which could be obtained economic value. 
 
Similar to prior reports, we identified feeders serving fewer than 15 premises, which is 
the same threshold we apply to requests for aggregated customer energy usage data 
(CEUD) – feeders with such low density may provide insights into those customer 
locations that could compromise customer confidentiality and/or customer energy 
security. We also identified feeders where the load of one customer was 15 percent or 
more, again, with the rationale that publicly disclosing these feeders could 
compromise customer confidentiality. Feeders that fell under this 15/15 aggregation 
standard are excluded from the heat map but included on the tabular spreadsheet. 
Showing this information on the heat map would make it easier to identify actual 
customer connections and risk erosion of customer confidentiality protection. 
 
C.  Peak Substation Transformer Load and Peak Feeder Load Data   
 
The public tabular spreadsheet does not provide the peak substation transformer load 
or peak feeder load data, and this data is also excluded from the Heat Map. We have 
traditionally protected peak load information as not public for both customer 
confidentiality and grid and customer security reasons. While we can mitigate 
customer privacy and confidentiality concerns by applying the 15/15 standard, 
customer and grid security concerns remain. Publicly publishing peak load or 
maximum capacity information for our system components would allow bad actors to 
target an attack for maximum impact and disruption. For these reasons, we provide 
this information required by the Commission’s Order in a non-public version of the 
tabular spreadsheet consistent with our prior approach.  Finally, as we also noted in 
our 2019 HCA, the developers who attended our 2019 Workshop or participated in 
the post-workshop Survey did not state that peak load was a necessary or useful piece 
of information, even when prompted. 
 
This information is classified as security information under Minn. Stat. §13.37, subd. 
1(a) as the disclosure of this information would be likely to substantially jeopardize 
the security of information or property against tampering, improper use, illegal 
disclosure, trespass or physical injury. Further, consistent with Minn. Stat. §13.02, 
subd 9, and §13.03, subd 1, this information is “nonpublic data” as federal law treats it 
as “trade secret” under 18 USC §1839, because it reflects business, scientific, 
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technical, economic, or engineering information, including patterns, plans, 
compilations, program devices, formulas, designs, methods, techniques, processes, 
programs, or codes, where reasonable measures have been taken to keep such 
information secret, and it derives independent economic value, actual or potential, 
from not being generally known to, and not being readily ascertainable through 
proper means by, another person who can obtain economic value from the disclosure 
or use of the information. 

 
D. We Provide a Heat Map, not an Exact Model of our Distribution Grid   
Consistent with all hosting capacity maps that we have filed to-date, we have blurred 
the grid lines, making it a “heat map” presentation.   We believe a specific, detailed 
map of our distribution network with pop up displays of loading or other information 
could provide a bad actor the information needed to target an attack for maximum 
impact. If there is a bad actor interested in this data, we do not intend to make it easy 
for that bad actor to obtain this type of information. An unblurred map would clearly 
lay out the electrical connectivity configuration of the electric distribution grid and 
that of our customers. This information could allow a bad actor to identify which 
lines extend to specific substations and/or critical customer facilities. Knowing these 
routes and potential backup power supply routes can help bad actors coordinate 
targeted attacks for increased impact. The unrestricted dissemination of information 
providing the location of the Company’s major loads, substations and distribution 
facilities serving those loads renders the grid unnecessarily vulnerable. The increased 
threat of cyber and physical attacks is mitigated by not publicly providing the detailed 
and exact connectivity of the distribution grid and of our customers  As we have 
noted in previous HCA proceedings and discuss further below, several California 
utilities petitioned the California Commission to stop publishing this specific type of 
information after determining they were the subject of what is believed to be a foreign 
entity downloading massive amounts of distribution grid and other information that 
they had been required to publicly publish.   
 
E. Continuing Threat Risks Continue to Require Diligence and Thoughtful 

Decisions on What Information to Make Publicly Available  
 
As also discussed in our 2019 HCA filing, after having been previously ordered to 
provide public details of its distribution grid, California utilities have since petitioned 
the California Commission in Rulemaking Docket 08-08-009 to discontinue the 
practice of publicly providing detailed distribution grid information after becoming 
aware foreign entities were downloading large amounts of that data. A review of that 
docket on October 27, 2020, shows that this docket is still open.  
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We note that after other state commissions have decided, deliberately or not, to 
publicly publish or otherwise provide distribution grid information, national security 
concerns have increased. The California utilities’ case noted above demonstrates that 
the threat of nation states gathering information about the United States’ critical 
infrastructure is real and tangible. A December 9, 2019 article in The Hill titled Federal 
council to Trump: Cyber threats pose 'existential threat' to the nation summarizes what was at 
the time a draft report from the President’s National Infrastructure Advisory Council 
(NIAC).10 

 
NIAC is the only executive council that examines cross-sector critical infrastructure 
security and resilience issues and provides recommendations to the President on how 
to secure the nation’s infrastructure.11 The Council is made of up to 30 senior 
executives from across the critical infrastructure sectors who volunteer their time to 
examine these serious issues for the President. The Council’s representation from the 
different sectors and levels of government enable it to effectively identify cross-sector 
risks and ways to address them. NIAC finalized and issued its Report December 12, 
2019, which boldly states that “escalating cyber risks to America’s critical 
infrastructures present an existential threat to continuity of government economic 
stability, social order, and national security.”12 We highlighted in our January 17, 2020 
filing in Docket No. E002/M-19-685, some of the relevant excerpts and attached the 
final report to that filing. There, it was noted that: 

• China has the ability to launch cyber attacks that cause localized, temporary 
disruptive effects on critical infrastructure—such as disruption of a natural gas 
pipeline for days to weeks—in the United States. 

• Russia has the ability to execute cyber attacks in the United States that generate 
localized, temporary disruptive effects on critical infrastructure—such as 
disrupting an electrical distribution network for at least a few hours—similar to 
those demonstrated in Ukraine in 2015 and 2016. 

• Moscow is mapping our critical infrastructure with the long-term goal of being 
able to cause substantial damage. 

• Iran has been preparing for cyber attacks against the United States and our 

 
10 See https://thehill.com/policy/cybersecurity/473682-federal-council-to-trump-cyber-threats-pose-
existential-threat-to-the 
11 See https://www.cisa.gov/publication/niac-member-
biographies#:~:text=The%20President's%20National%20Infrastructure%20Advisory,keep%20the%20natio
n's%20infrastructure%20safe. 
12 See https://www.cisa.gov/sites/default/files/publications/NIAC-Transforming-US-Cyber-Threat-
PartnershipReport-FINAL-508.pdf 

https://thehill.com/policy/cybersecurity/473682-federal-council-to-trump-cyber-threats-pose-existential-threat-to-the
https://thehill.com/policy/cybersecurity/473682-federal-council-to-trump-cyber-threats-pose-existential-threat-to-the
https://www.cisa.gov/publication/niac-member-biographies#:%7E:text=The%20President's%20National%20Infrastructure%20Advisory,keep%20the%20nation's%20infrastructure%20safe
https://www.cisa.gov/publication/niac-member-biographies#:%7E:text=The%20President's%20National%20Infrastructure%20Advisory,keep%20the%20nation's%20infrastructure%20safe
https://www.cisa.gov/publication/niac-member-biographies#:%7E:text=The%20President's%20National%20Infrastructure%20Advisory,keep%20the%20nation's%20infrastructure%20safe
https://www.cisa.gov/sites/default/files/publications/NIAC-Transforming-US-Cyber-Threat-PartnershipReport-FINAL-508.pdf
https://www.cisa.gov/sites/default/files/publications/NIAC-Transforming-US-Cyber-Threat-PartnershipReport-FINAL-508.pdf
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allies. It is capable of causing localized, temporary disruptive effects—such as 
disrupting a large company’s corporate networks for days to weeks—similar to 
its data deletion attacks against dozens of Saudi governmental and private-
sector networks in late 2016 and early 2017. 

 
The report noted that the nation risks unprecedented catastrophic failure of critical 
functions due to our increasing reliance on cyber systems that underpin nearly every 
aspect of commerce and our daily lives. Recent cyber attacks demonstrate growing 
capabilities for adversaries to disrupt critical infrastructure from thousands of miles 
away. These include the cyber attack on a nuclear plant in India in September 2019, a 
March 2019 denial-of-service attack on wind and solar generating facilities in the 
United States, the breach of a U.S. nuclear power plant’s network in 2017, the 2017 
NotPetya attack that affected systems in multiple sectors throughout the world, and 
the 2015 and 2016 cyber attacks on Ukraine’s electric grid. That report concluded that 
the need to act is urgent; that nation-states and other well-resourced adversaries have 
intensified their efforts to infiltrate and gain control of the cyber networks of key U.S. 
critical infrastructures (energy—specifically including electricity and natural gas); and, 
it is not a matter of if, but when, an attack will happen.  
 
In addition to the above, we are also reminded of the Metcalf substation physical 
attack by a sniper in 2013.  This event caused about $15 million in damages. Because 
of the targeted nature, this was believed to have been caused by an insider.13  This 
event highlights what could happen if a bad actor gains knowledge of which 
substations serve critical loads or knowledge of other information that can be 
leveraged to cause harm.   
 
These threats are not just to our grid. The impacts may harm our customers and 
Minnesota generally – and also the direct security of our customers. In addition to a 
number of our customers being part of the nation’s and state’s critical infrastructure, 
we expect all customers would have some level of economic, social, and/or other 
concerns for the security of their homes, businesses, and energy/utility service. 
 
In addition to the demonstrated security concerns, we are not convinced that 
customers (including but not limited to those customers providing critical 
infrastructure services) would want the details of how their facilities connect to the 
distribution grid publicly revealed. So, in addition to the usage-related privacy and 
confidentiality concerns we have discussed here, we believe the details of customers’ 
grid connections themselves warrant cautionary treatment. 

 
13 See https://money.cnn.com/2015/10/16/technology/sniper-power-grid/index.html 

https://money.cnn.com/2015/10/16/technology/sniper-power-grid/index.html
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As we have stated previously in the hosting capacity context, at the state level, the 
Commission has examined customer privacy and confidentiality in terms of Customer 
Energy Usage Data (CEUD) and customer Personally Identifiable Information (PII). 
At a national level, we have looked for guidance from the National Institute of 
Standards and Technology (NIST), North American Electric Reliability Corporation 
(NERC), Federal Energy Regulatory Commission (FERC) and DHS. Existing 
regulatory, legal, and industry frameworks continue to provide little specific guidance 
with respect to data security protections and customer privacy and confidentiality 
considerations as it relates to distribution grid data. There is however, increasing 
concern regarding the critical nature of the electric grids that power all of the other 
critical sectors and the increasing threats the energy sector is facing every day.  We 
look forward to engaging in the discussion outlined in the Commission’s July 31, 2020 
Order in Docket No. E002/M-19-685 – now initiated by the Commission’s October 
30, 2020 Notice in Docket Nos. E002/M-19-685 and E999/CI-20-800.  
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EXECUTIVE SUMMARY 
 
In our 2019 Hosting Capacity Analysis (HCA) proceeding, the Commission 
established a long-term goal for the HCA to be used in the Fast-Track Screens in the 
Minnesota Distributed Energy Resource Interconnection Process (MN DIP).  The 
Commission also required the Company to examine several other potential future Use 
Cases for the Company and report on them its 2020 HCA report – including 
maintaining the HCA as an initial indicator for the interconnection process, and 
various ways the HCA might augment or replace other parts of the MN DIP.   
 
To inform this analysis, we  

• Conducted several interactive workshops to gain insights from stakeholders on 
the various potential futures,  

• Engaged the Electric Power Research Institute (EPRI) to provide insights from 
across the industry and help shape a roadmap to evolve the HCA in a 
thoughtful, progressive manner, and 

• Worked internally to assess the implications and considerations of such an 
evolution – and developed scoping cost estimates and timelines to achieve the 
long-term goal and several milestones along the way. 

 
We held a series of three stakeholder workshops in September 2020 focused on the 
potential future Use Cases the Commission required we analyze.1 The workshop 
participants agreed that Xcel Energy’s current HCA can provide sufficient 
information and reliable estimates to be a starting point for interconnection, as long as 
it is updated more frequently.  The participants identified the ideal cadence as 
monthly.  In general, the participants thought that combining the HCA map with the 
Pre-Application Data Report would increase efficiency and improve the selection of 
suitable project sites. We also received feedback that the HCA/Pre-Application Data 
Report should provide more information about the interconnection queue, so 
applicants would know if there will be delays because of large projects ahead in queue 
or opportunities to speed-up the Application. Similarly, we heard that the HCA/Pre-
Application Data Report should indicate whether system upgrades or mitigations are 
needed for interconnection.  
 
Because some of the potential future Use Cases intersect with the interconnection 

 
1 We provide notes from this series of Workshops as Attachment D2.  The Workshops were held via Zoom 
and recorded.  In addition to filing our presentations for each Workshop in Docket No. E002/M-19-685 (the 
2019 Hosting Capacity Analysis Report proceeding), we put links to the Workshop recordings and slides on 
our website at: https://www.xcelenergy.com/working_with_us/how_to_interconnect (Hosting Capacity 
Stakeholder Resources). 

https://www.xcelenergy.com/working_with_us/how_to_interconnect
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process, participants also offered feedback about that.  For example, participants 
believed that all MN DIP timelines should be modified to reduce processing times. 
For example, we received feedback that users would like the Pre-Application Data 
Report and Initial Screen timelines to be reduced to closer to five days. Finally, the 
participants agreed that automating the interconnection process is an important goal. 
They suggested that Initial Review Screens could be completed in a self-service 
application, which would “ping” into Xcel Energy records and provide a pass/fail 
scenario. Also, some Initial/Supplemental Screens could be replaced or augmented 
with checks against the HCA values.  
 
EPRI’s role in our assessment was to help define a roadmap for integrating hosting 
capacity in the interconnection process.  As discussed in the Whitepaper EPRI 
prepared and published on this, EPRI has been working with the industry to develop 
a framework to help utilities with strategies to meet the evolving requirements of a 
modern grid – leveraging the concepts described in the Department of Energy’s 
Distribution System Platform (DSPx) project.2   The EPRI framework recognizes that 
progressing capabilities from a utility’s current to a future state is realized through 
multiple steps as new tools, processes, systems, and other resources become 
operationalized. By identifying these steps, a functional progression can be developed 
to provide a roadmap of actions that will enable a utility to develop the capabilities 
needed to meet new objectives.  
 
The roadmap for Xcel Energy identifies the core capabilities needed to more fully 
utilize hosting capacity to improve interconnection processes as well as the tools, 
technologies and other resources needed to enable those capabilities.  The EPRI 
Whitepaper also identifies a broader set of opportunities, not directly related to 
hosting capacity, that could result in efficiency improvements to the interconnection 
process.  Our analysis does as well.  EPRI further observes that Xcel Energy is in line 
with industry efforts in terms of evolving its interconnection processes, including the 
information shared publicly through customer portals as well as the screening and 
technical review of specific interconnection requests to meet new requirements as 
application volume grows – and, examining how hosting capacity can be used to 
augment internal supplemental review screening.   
 
As shown in the below Figure, work will be required on multiple levels in both the 
near- and long-term – some of which can occur in parallel and some that must be 
done consecutively – and most of which relies on advancement of supporting systems 

 
2 See Defining a Roadmap for Integrating Hosting Capacity in the Interconnection Process.  Prepared by EPRI (October 
2020)  https://www.epri.com/research/products/000000003002020010 

https://www.epri.com/research/products/000000003002020010
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and improvement to the Company’s underlying physical asset data to support a 
Distributed Energy Resource (DER) Interconnection Use Case.   
 

Figure 1:  Xcel Energy - Potential Roadmap to Maturing HCA and 
Interconnection Processes 

 

 
Source: EPRI Whitepaper (Figure 6), Defining a Roadmap for Integrating Hosting Capacity in the Interconnection Process (October 
2020). 
 
We believe a reasonable approach on the way to achieving the long-term goal set by 
the Commission is to deliver some immediate improvements to the HCA in its 
current form as an initial indicator for the interconnection process.  Based on what we 
heard from stakeholders we intend to start by increasing the frequency of the HCA to 
a quarterly cadence from its current annual cadence starting in Q3 2021.  We believe 
this is a reasonable starting point, as it does not rely on changes to information 
systems, and we will gain important learnings that will inform further evolution of our 
analysis of the more advanced potential future Use Cases.  The cost we have 
estimated to move to quarterly updates is approximately $375,00 to $500,000 annually, 
which is the annual incremental labor for the addition of two Engineers and a Geospatial 
Specialist.  
 
With the change to a quarterly HCA cadence, developers should notice a distinct 
improvement to the quality of the HCA information. Increased frequency will provide 
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a more current baseline for the analysis, with a prime example being the modeling of 
newly installed solar or capacity projects and their inclusion within the analysis. 
 
To get from quarterly to monthly updates, we would need to develop and implement 
automation solutions in several information systems – and complete a foundational 
field data improvement effort to ensure the automation can produce accurate results.  
As such, moving to monthly updates is more involved and we expect would take 
approximately 3-5 years and cost in the range of approximately $43 million to $55 
million.  See Table 1 below for a summary of the conceptual costs and timelines we 
have developed for these potential future Use Cases. 
 

Table 1:  Summary of Conceptual Costs and Timelines for HCA Potential 
Future Use Cases 

 
HCA or Interconnection 

Improvement 
Timing 
(years) Project Cost Incremental Labor 

(per year) 
Quarterly HCA Updates <1  Manual Effort $375,000 - $500,000 
Integrate the HCA and Pre-
Application Data Report 1 $600,000 - $1.2M N/A 
    

Field Data Collection 2-3 $40M - $48M 500,000 - $700,000 
    

Relies on Field Data Collection    

Monthly HCA Updates 3-4 $1.4M - $2.8M $375,000 - $500,000 
Integrate with MN DIP – Initial 
Screens 3 $800,000 - $1.6M $125,000 - $175,000 

Integrate with MN DIP – 
Supplemental Screens 1-2 $800,000 - $1.6M $125,000 - $175,000 

 
In addition to the increased costs, if the Company were to move beyond the quarterly 
HCA updates, the benefits also would increase.  For example, the work could be 
leveraged to automate MN DIP Supplemental Reviews. 
A key question in all of this is how—and from whom—the Company will recover the 
costs associated with the direction the Commission provides.  For costs associated 
with advancing the HCA, the Transmission Cost Recovery Rider under Minn. Stat. § 
216B.16, subd. 7b(4) “allows the utility to recover costs associated with distribution 
planning required under section 216B.2425.”  The relevant part of Minn. Stat. § 216B. 
2425, subd. 8 provides: 
 

Subd. 8. Distribution study for distributed generation.  Each entity subject to this 
section that is operating under a multiyear rate plan approved under section 216B.16, 

https://www.revisor.mn.gov/statutes/cite/216B.16
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subdivision 19, shall conduct a distribution study to identify interconnection points on 
its distribution system for small-scale distributed generation resources and shall 
identify necessary distribution upgrades to support the continued development of 
distributed generation resources, and shall include the study in its report required 
under subdivision 2. 

 
Because the foundational data improvements would benefit other Company planning 
and operational processes, should the Commission decide that is the right direction 
for the HCA, we believe TCR Rider recovery, where all customers would share in the 
costs, would be appropriate for a portion of the costs.  For other changes to the 
underlying systems that will facilitate and support the HCA and/or interconnection 
processes that do not provide benefits outside of the users of those tools, we believe a 
cost-causation approach, in which interconnecting customers are directly charged, 
may be more appropriate.  If the Commission agrees with this overall framework for 
recovery of additional HCA costs, we will refine our cost estimates and timelines in 
support of specific proposals for cost recovery.  Such updated costs and timelines 
likely will influence our specific proposal for recovering the costs associated with 
specific solutions.  For example, if the solution requires underlying data 
improvements, in addition to TCR Rider recovery, it may be appropriate to recover 
certain costs associated with the information systems automation in the form of user 
fees, subscriptions, or some other mechanism funded by direct beneficiaries of the 
improved systems.    
 
I. BACKGROUND & APPROACH  
 
In its July 31, 2020 Order in our most recent Hosting Capacity Analysis (HCA) 
Docket No. E002/M-19-685, the Commission provided guidance for the Company’s 
2020 HCA Report and required additional analyses.  Specifically, the Commission 
adopted a long-term goal to use the hosting capacity analysis in the interconnection 
process’s Fast Track Screens and directed the Company to work with stakeholders to 
refine the hosting capacity analysis.   
 
The Order also required the Company to collaborate with stakeholders in evaluating 
the costs and benefits associated with a hosting capacity analysis able to achieve 
several objectives.  Finally, the Commission’s Order allowed the Company to seek 
cost and timing clarification from the Commission.   
 
We held three stakeholder workshops to examine these potential future Use Cases. 
We also engaged EPRI to provide industry insights into hosting capacity practices and 
integration with interconnection processes – and on a potential roadmap for Xcel 
Energy to mature its HCA and interconnection processes as envisioned in the 
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Commission’s long-term goal.  
 
This report outlines the analyses the Company performed to examine the costs, 
benefits and timelines associated with the long-term goal the Commission established 
for the HCA and potential other HCA futures.   
 
A. Background  
 
Starting with our 2018 HCA, we observed that the HCA was at a critical juncture 
where the Commission may need to further clarify the objectives of the HCA to avoid 
potentially conflicting objectives or misplaced expectations on future HCA reports.  
The Commission provided additional direction in our 2018 HCA, and in response, we 
expanded the information we provide with our HCA results – and we more deeply 
engaged with developers and other stakeholders to better understand their 
expectations regarding how a hosting capacity analysis may be a more valuable 
precursor to the interconnection process.  In our 2019 HCA proceeding, we 
suggested that the Commission may want to further clarify the purpose of the HCA.  
Our view was that the HCA report is intended to provide some insight into potential 
feeder hosting capacity as only one tool among several used in planning DER 
integration.  Other parties argued that the HCA should be used to combine various 
sources of information and streamline interconnection. 
 
In its Order, the Commission agreed with parties that more detailed information is 
needed in order to thoroughly evaluate whether the HCA should be integrated with 
the pre-application data report or other MN DIP interconnection processes.  
Specifically, the Commission adopted a long-term goal to use the hosting capacity 
analysis in the interconnection process’s fast track screens and directed the Company 
to work with stakeholders to refine the hosting capacity analysis.3  In adopting this 
long-term goal, the Commission acknowledged use of the HCA in the Fast Track 
Process in the MN DIP will take time and resources to accomplish, but that it is 
important to take future steps with this goal in mind.  Finally, the Commission noted 
the Company may seek further cost and timing clarification from the Commission as 
questions arise.4 
 
The Commission also required the Company to collaborate with stakeholders as part 
of its evaluation of the costs and benefits associated with a hosting capacity analysis 
able to achieve the following objectives: 

 
3 Order Point No. 9. 
4 Order at page 7. 
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a. Remaining an early indicator of possible locations for interconnection;  
b. Replacing or augmenting initial review screens and/or supplemental review in 

the interconnection process; and/or 
c. Automating interconnection studies.5 

 
In directing these analyses, the Commission concurred with parties that more detailed 
information about potential costs is needed in order to thoroughly evaluate whether 
pre-application report data should be integrated in some way with the HCA.6  As 
such, the Commission also directed the Company to continue working with 
stakeholders to identify opportunities to integrate the HCA and the MN DIP pre-
application and screening processes in future iterations of the HCA.7 
 
B. Approach  
 
The Company approached the required analyses with the end in mind – namely, the 
long-term goal the Commission established to use the HCA in the interconnection 
process – specifically, to replace or augment the Initial Review Screens that are 
currently used in the MN DIP Fast Track options.  From this we developed a 
roadmap that considered stakeholder perspectives and input, and the capabilities, 
tools, skills and resources we would need to make such a transition.  As part of this, 
we also evaluated how the other potential HCA futures the Commission required we 
analyze might fit along the way.   
 
To inform our HCA Futures analysis, we held three stakeholder workshops on 
September 2, 10, and 15, 2020 to gather input on the potential futures and understand 
the potential benefits for users of the HCA and the respective MN DIP reports and 
processes.  In parallel, we engaged EPRI to help determine a practicable roadmap, 
and as part of that, to examine where other utilities are in their HCAs and specifically 
in relation to using the HCA for interconnection process screenings and/or studies.  
 
We took the information from these parallel efforts to assess the costs and timelines 
of achieving the Commission’s long-term objective for the HCA to be used in the 
Fast Track Screens and the other potential HCA futures.  We outline in this 
Attachment, our analysis of a Roadmap that we believe is thoughtful and practicable – 
and we look forward to further direction from the Commission. 
 

 
5 Order Point No. 4. 
6 Order at page 6. 
7 Order Point No. 5.   
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Finally, as noted above, should the Commission determine it is in the public interest 
for the Company to advance and mature the HCA to be conducted more frequently 
and/or to integrate with the interconnection process, cost recovery (particularly which 
customers should be responsible for particular costs) will be an important 
consideration.  Once the Commission provides more specific direction, the Company 
can refine the relevant project cost and timing estimates and propose the cost 
recovery treatment it believes is appropriate.  
 
The balance of this HCA Futures Analysis discusses the results of our analysis and 
provides highlights from our stakeholder collaboration and work with EPRI. 
 
II. HCA FUTURES ANALYSIS 
 
The HCA started in 2016 as an early indicator for interconnection of DER and 
continues to play that role, as shown in the below Figure.   
 

Figure 2: HCA in Relation to the Interconnection Process 
 

 
We have worked to expand and improve the value of the HCA since our first report.  
In addition to adding a visual heat map of the HCA information, our improvements 
have provided additional information to help users analyze potential locations for 
their projects to interconnect.  As we work toward maturing and advancing the HCA–
toward the long-term goal the Commission established to replace or augment parts of 
the interconnection process, as an outcome of our 2019 HCA proceeding – we are 
working with EPRI on industry best practices while collaborating with stakeholders 
and our Business Systems team to develop an overall plan and thoughtful steps that 
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will deliver increased value in the most efficient and cost-effective way.   
 
As discussed more fully in the EPRI whitepaper, “modernizing” the interconnection 
process will require utilities to first address several foundational capabilities in order to 
progress from their current state to the level of functionality desired with respect to 
improving interconnection efficiency and incorporating hosting capacity analysis into 
utility interconnection processes. Specifically, utilities will need to develop more 
comprehensive models of the distribution system, processes for collecting and 
validating system data, integration of applications that contain the system data, and 
governance processes to maintain data over time.  All of these are a necessary 
foundation required to enable the analytics and process efficiencies desired in the 
future. 
 
A. Foundational Data Effort for Automation  
 
Historically, geospatial information systems (GIS) were primarily “connectivity” 
models that depicted the location of facilities and how they connected to each 
other.  At the time these systems were initially implemented nearly 40 years ago, the 
detailed electric power flow models that are needed today to automate the grid were 
not envisioned.  For many of the attributes now required for those models and 
analyses, the information was simply not initially collected.  For the more basic data, 
detailed validation was never part of the collections processes, and with numerous 
changes occurring daily over many years, inaccuracies crept into the data.  Rigorous 
processes are now in place, and there are continuing efforts to maintain the 
information.  However, the historical information is simply not sufficient to meet the 
vision of automating the grid.  
 
Highly accurate detailed distribution system data is critical to building system models 
and performing the complex engineering studies necessary to integrate DER on to the 
distribution grid.  Today, engineers perform manual validations of our existing 
information, correcting and supplementing data as it is needed, including having field 
verifications performed when necessary.  Using the HCA in the MN DIP will require 
that we automate many of the steps we are doing manually today.  However, for the 
automation of those steps to produce efficient and accurate results, we need to 
increase the accuracy of our physical asset records at both the primary and secondary 
levels to ensure that the information is detailed enough to provide the key attributes 
needed to integrate DER onto the distribution grid safely and reliably.   
 
The field data collection would involve collection of additional data that defines and 
improves the quality of electrical characteristics necessary to support the DER 
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Interconnection Use Case and update the GIS as appropriate. This involves the 
collection of data such as the size of wiring, the size and location of equipment such 
as transformers, switches, poles, phasing, and connectivity. Hence, this process 
validates and enhances the various data attributes contained in the corporate GIS 
system by increasing its specificity and quality such that it could be used in an 
automated fashion to support the DER interconnection Use Case.  As we discuss 
below, the improved data would also be made available to all advanced applications 
that use GIS data elements. 
 
We performed some of this work for approximately 80 feeders of our Minnesota 
system in conjunction with our implementation of our Advanced Distribution 
Management System (ADMS).  This foundational initiative would complete the field 
verification of the remaining portions of our system.  Once complete, it will benefit 
more than just the HCA and our interconnection process.  Specifically, it would also 
benefit ADMS by acquiring all of the information necessary to fully model the 
Minnesota distribution system.  With each feeder on the distribution system accurately 
modeled, the full capability of the ADMS system could be implemented, including 
advanced applications such as fault location prediction (FLP), fault location isolation 
and service restoration (FLISR), integrated volt var optimization (IVVO) and other 
advanced operational functions to manage the grid with accurate state estimation, as 
well as planning and scenario analysis capabilities.  Further, the data collection effort 
would also improve the models used with the Advanced Planning Tool (Integral 
Analytics LoadSEER tool), which we implemented in the Northern States Power 
Company (NSP) operating companies in 2020 and are currently used in our 
distribution planning process for our load forecast.  LoadSEER will allow us to 
probabilistically simulate DER adoption at a customer level based on system-wide 
adoption forecasts. This will allow us to study hosting capacity not only based on 
existing DER on the system, but also based on forecasted levels of DER that may be 
on the system in the future. Further, LoadSEER will allow us to export forecasted 
loads at a line section level directly to Synergi – one of the key systems involved in our 
HCA – which will decrease the amount of time required to allocate load in the Synergi 
model build process.8 
 
These capabilities, enabled by the collection of detailed and accurate system data, have 
the potential to provide benefits in improved system reliability, resiliency, voltage and 
var management functions such as energy savings and peak shaving, outage 
management, storm restoration management, system planning and scenario analysis, 

 
8 The Synergi model build process is necessary to inform the EPRI DRIVE tool, which ultimately calculates 
the hosting capacity information. 
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and operational visibility and control of the grid.  This foundational data effort could 
also support future initiatives such as a distributed energy resource 
management system (DERMS) and the implementation of advanced inverter 
functionality.  These additional benefits enable the continued integration of DER on 
the grid and prepare for the forecasted rapid adoption of electric vehicles. 
 
Combined with the field data collection effort, the implementation of advanced 
metering infrastructure (AMI) and the field area network (FAN) as part of the 
advanced grid intelligence and security (AGIS) initiative will also provide additional 
opportunities for improvements to the data available for HCA.  AMI will provide the 
opportunity to further improve load allocation within models.  The use of bellwether 
meters as part of this effort will also provide actual system conditions at key locations 
on the system that models can be verified against.  As the FAN grows in its 
implementation, information such the state of capacitors and voltage regulators will 
continue to provide opportunities to verify, refine, and improve system models and 
data for HCA. 
 
In addition to the one-time effort to collect and validate the detailed distribution 
system information as part of this foundational data effort, it is also necessary to have 
rigorous processes in place to keep the information accurate and up-to-date to 
provide the degree of accuracy and timeliness necessary for automation.  Through 
ADMS, we are implementing the necessary processes.  Once modeled and enabled in 
ADMS, each feeder will be continually updated with system changes, and those 
changes are then further reflected in our other systems, such as GIS.  By developing a 
highly accurate common source of information and implementing the necessary 
processes to maintain the validity of the information for all current and future 
applications to use, this effort ensures consistency and alignment across the 
applications and functions.  This would eliminate discrepancies between models and 
data pulls for individual purposes that currently occur. 
 
The conceptual estimates we developed for this foundational work is based on 
estimates to perform this work for a portion of our system.  We have broken the 
estimate into two parts: (1) the Primary System, and (2) the Secondary System. The 
Primary System verification benefits the usefulness of the hosting capacity analysis 
and enable its potential use within the MN DIP Supplemental Review Screens. 
Further, it would help improve delays seen today in the MN DIP System Impact 
Study Process, among other benefits to ADMS and Planning.  The Secondary System 
data verification is needed to automate the MN DIP Initial Review Screens.  
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Table 2:  Field Data Collection and Validation – Conceptual Estimates 
Scope of Effort – State of Minnesota 

 

Field Data Validation Timing 
(years) Project Cost Annual 

Incremental Labor 
Primary System 2-3 $27M – $32M $250,000 – $350,000 
Secondary System 2-3 $13M - $16M $250,000 - $350,000 

Total – Primary and Secondary 2-3 $40M - $48M $500,000 - $700,000 

 
While we could automate the HCA processes without the physical asset validation, 
those processes would require much more manual intervention to troubleshoot issues, 
verify validity, and manually reprocess the data – serving to slow down the 
interconnection and HCA processes, and negating much of the benefit of automation.   
 
B. Use Case 1 – the HCA Remains an Early Indicator for Interconnection  
 
Order Point No. 10 of the Commission’s July 31, 2020 Order required that we 
provide options for monthly, quarterly, and semi-annual HCA updates, including cost 
estimates, with the 2020 HCA Report filing.   This Use Case would maintain the 
current role of the HCA – that of an early indicator for the interconnection process – 
however, with changes, such as increasing the frequency of our analysis and/or partial 
or targeted updates in between full annual analyses.   
 
We explored this Use Case in our September 10, 2020 Workshop.  We heard from 
stakeholders that they ideally would like monthly updates to the HCA.  For this 
reason, we focused our assessment on monthly and quarterly updates, as we believe 
semi-annual would provide little to no increased value over the current annual 
cadence.  However, we note that semi-annual would have a similar cost and timeline 
as the quarterly updates, as both would rely on similar manual processes and 
associated resources.  
 
We determined early in our assessment that monthly updates would require 
automation of several processes and thus information systems.  As discussed in Part 
A above, improved physical asset data is also needed for the automation to pay off in 
terms of accuracy of automated results and increased speed of analysis due to less 
need for manual intervention by engineering staff.    
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1. Quarterly HCA Updates 
 
First, we outline what it would take to conduct and publish the HCA quarterly. 
Quarterly updates can be conducted without automating systems, and therefore will 
be an incremental manual effort to the current annual process.  As such, updates on 
this cadence will require the addition of incremental engineering and GIS resources.  
As we have discussed in past HCA proceedings, today’s annual process relies heavily 
on engineering interns who are only available during summer/non-school months.  A 
quarterly cadence will necessitate the addition of dedicated engineering staff.  The 
workplan we have developed would have us update the feeders where Solar*Rewards 
Community DER has been interconnected and is operational since the last HCA 
update – as well as any capacity upgrades that are scheduled to be completed in the 
following 6 months.  The balance of the analysis will be the same as the annual 
process.  We estimate that the DER additions and planned capacity upgrades will 
involve updating approximately 15 percent of the feeders each quarter.    
 
The estimated range of costs associated with moving to a manual-based quarterly 
update process are approximately $375,000 to $500,000.  The costs for this include 
annual incremental labor for the addition of two Engineers and a Geospatial 
Specialist.  As this improvement relies on manual effort, it is not sustainable for the 
long-term – nor will it get us to a point where the HCA can integrate with or augment 
the interconnection process.   
 

2. Monthly HCA Updates 
 
Moving beyond quarterly to monthly HCA updates would stretch the manual 
processes beyond their limits, and therefore will require automation of various 
components of the process, as well as completing the field verification and underlying 
data updates.  As we have explained, not only will this allow for more frequent 
updates, it will improve the accuracy of the information, and lay an essential 
foundation for integration with the interconnection process.   
 
For near full automation to occur, which is necessary for monthly HCA updates, 
several things need to happen, including enhancements to Synergi, our GIS, 
Salesforce, and additional databases and back office systems. A key piece to this is 
automation of the system model build process within Synergi. In the past, we have 
noted that this is the single lengthiest part of the hosting capacity analysis – taking 
hundreds of hours for one analysis. To achieve monthly updates, even for a portion 
of feeders, it would require the model build process to be sped-up substantially 
through model build automation and model storage.  
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The conceptual cost estimate we developed for the automation part of the monthly 
HCA updates is approximately $1.4 million to $2.8 million, plus $375,000 to $500,000 
in incremental annual labor.  The ongoing annual labor is for two Engineers to 
continually maintain and enhance the efficiency of the model build process, and an 
additional Geospatial Specialist to aid in more frequent mapping of HCA results. 
Factoring in the foundational data improvements needed for the automation to realize 
its full value, the total estimated timeline to get to monthly updates is 3-4 years.  We 
note that there may be some potential to expedite this timeline.  As we have noted, 
once the Commission provides additional guidance regarding the future of the HCA, 
it will be necessary to do a more detailed design of that future.  In addition to 
confirming the scope of work, cost, and timelines for the foundational data process 
(including identifying the implications of completing it at a faster or slower pace), we 
will need to refine the scope, cost, and timeline of the business systems work involved 
in the automation.  In connection with this process, it will also be necessary to 
determine the best path for cost recovery. 
 
C. Use Case 2 – Integrate the HCA with the Pre-Application Data Report  
 
Order Point No. 5 of the Commission’s July 31, 2020 Order required that we examine 
further integration of the HCA with the Pre-Application Data Report.  Today, much 
of the same data provided in the Pre-Application Data Report is also made available 
in the HCA.  So, our analysis focused on bringing these two tools together.  
 
Today, we make an option available, as a precursor to the interconnection process, for 
a developer to request a Pre-Application Data Report.  This is preliminary 
information related to a specific DER project to be potentially connected at a specific 
point on the distribution system that costs $300/each.  Because it is examining a 
specific project at a specific location, it is different than the hosting capacity analysis, 
which is more generally assessing the potential hosting capacity of the entire 
distribution system.   
 
Customers and developers may request a Pre-Application Data Report before 
formally requesting an interconnection agreement and submitting detailed drawings 
and review fees. The Report provides a snapshot of interconnection activity at the 
requested location on the distribution system. The Pre-Application Data Report is not 
a guarantee of available capacity, but does offer some insight into whether our existing 
infrastructure can support proposed generation. These reports are generally helpful 
for larger generators; small residential rooftop systems typically do not benefit from 
the Pre-Application Data Report. 
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The Pre-Application Data Report includes the following information: 

• Total capacity (in megawatts (MW)) of substation/area bus, bank or circuit 
based on normal or operating ratings likely to serve the proposed Point of 
Common Coupling (PCC). 

• Existing aggregate generation capacity (in MW) interconnected to a 
substation/area bus, bank or circuit (i.e., amount of generation online) likely to 
serve the proposed PCC. 

• Aggregate queued generation capacity (in MW) for a substation/area bus, bank 
or circuit (i.e., amount of generation in the queue) likely to serve the proposed 
PCC. 

• Available capacity (in MW) of substation/area bus or bank and circuit likely to 
serve the proposed PCC (i.e., total capacity less the sum of existing aggregate 
generation capacity and aggregate queued generation capacity). 

• Substation nominal distribution voltage and/or transmission nominal voltage if 
applicable. 

• Nominal distribution circuit voltage at the proposed PCC. 
• Approximate circuit distance between the proposed PCC and the substation. 
• Relevant line section(s) actual or estimated peak load and minimum load data, 

including daytime minimum load as described in section 3.4.4.1 below and 
absolute minimum load, when available. 

• Whether the PCC is located behind a line voltage regulator. 
• Number and rating of protective devices and number and type (standard, 

bidirectional) of voltage regulating devices between the proposed PCC and the 
substation/area. Identify whether the substation has a load tap changer. 

• Number of phases available on the Area EPS medium voltage system at the 
proposed PCC. If a single phase, distance from the three-phase circuit. 

• Limiting conductor ratings from the proposed PCC to the distribution 
substation. 

• Whether the PCC is located on a spot network, grid network, or radial supply. 
• Based on the proposed PCC, existing or known constraints such as, but not 

limited to, electrical dependencies at that location, short circuit interrupting 
capacity issues, power quality or stability issues on the circuit, capacity 
constraints, or secondary networks. 

 
Our September 15, 2020 Workshop focused on examining the integration of the Pre-
Application Data Report with the HCA.  We heard from stakeholders that their goal 
from such an integration would be to reduce the time between the request and 
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delivery of the report.  As such, we looked at several methods to achieve that goal, 
which we also agree would be beneficial.  
 
Much of the data provided in Pre-Application Data Reports already appears in the 
pop-up windows in the Hosting Capacity Map.  However, there are some unique data 
provided with the Pre-Application Data Report, such as: substation and feeder peak 
loads, substation and feeder capacities, distance between site and substation, 
conductor types between site and substation, and protective devices between site and 
substation. This information is not included for two primary reasons. Capacity and 
loading data are currently part of the greater security discussion, while location-
specific information such as distance and equipment types are impeded by technical 
limitations and the need for a query to be implemented within the map.  Additionally, 
the Pre-Application Data Report requires the requestor to sign a Non-Disclosure 
Agreement, which is necessary because the Company maintains some of the data 
provided as non-public.  This would not change with an integrated process/tool.   
 
The conceptual estimate we developed for this potential future Use Case is based 
around the assumption that users would work through Salesforce to invoke an 
automated Pre-Application Data Report process. This process would integrate 
Salesforce with GIS and other databases containing hosting capacity and other 
necessary pieces of information. The user would then be presented with the same 
report that is available today, but supplemented with hosting capacity results. 
 
The conceptual estimate we developed for this potential future Use Case is $600,000 
to $1.2 million, and would take approximately one year to complete.  As with the 
other potential future Use Cases, if the Commission wants us to go in this direction, 
we will need to determine the final design, and then complete a detailed design of the 
necessary changes – complete with refined cost and timeline estimates.  We are happy 
to further engage with stakeholders on this topic, but before we ultimately can move 
forward, we will need to determine how we will recover the costs.  Today, requestors 
pay a $300 fee for a Pre-Application Data Report.  We believe any costs associated 
with improvement of the Pre-Application Data Report should be based on cost-
causation.  As a point of reference, over the last year, we have received approximately 
300 Report requests.  Were the conceptual development costs to be recovered from 
requestors over the course of one year (assuming comparable volume), we estimate 
the cost per Report would need to increase by $2,000 to $4,000.  As we noted earlier 
however, there may be several approaches to recover our costs, and we would include 
a proposal with the final estimated costs and timeline for the project.  
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D. Use Case 3 – the HCA Integrates with MN DIP to Replace or Augment 
the Initial or Supplemental Screens  

 
Order Point No. 4b of the Commission’s July 31, 2020 Order required that we 
evaluate the costs and benefits associated with an HCA able to achieve replacing or 
augmenting initial review screens and/or supplemental review in the interconnection 
process.  This potential future Use Case also aligns with the long-term goal the 
Commission set for the HCA in our 2019 HCA proceeding, for the HCA to be used 
in the Fast-Track Screens in the MN DIP (Order Point No. 9).  We engaged with 
stakeholders as part of our assessment of these potential future Use Cases in our 
September 15, 2020 Workshop.   
 
MN DIP has two tracks that contain review screens. The Simplified Track is focused 
on projects 20kW and less and only contains an initial review screen. For all other 
projects to be screened they enter the Fast Track. We provide an illustrative view of 
the MN DIP Fast Track process below. 
 

Figure 3:  Illustrative View of MN DIP Fast Track 
 

 
 
Within the Fast Track process there is an Initial Review Screen and a Supplemental 
Review Screen. The Fast Track better aligns with the assumptions made in our HCA, 
which consider larger potential installations. We therefore believe that the focus of 
any integration of the HCA with MN DIP should be on the Fast Track, as it has the 
best potential alignment with HCA results.  
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1. Initial Review Screens 
 
The Initial Review Screens provide more of a high-level review and consider the 
application’s size and location along with more basic system data to calculate results 
and determine if the project can proceed without further investigation. If further 
investigation is needed, then the application would pass to Supplemental Review. This 
review takes in more information than the Initial Review and requires more time to 
complete.  
 
The initial review contains eleven different screens where a pass or fail is given. Of 
those eleven screens, we identified two as having potential to be replaced by HCA 
results. One of these is a check to determine if the aggregate DER on the feeder will 
result in reverse flow during daytime minimum loading conditions. This screen could 
be replaced by utilizing the Reverse Power Flow threshold in DRIVE. However, the 
calculation is simple, and DRIVE does not offer additional precision beyond what the 
screen provides today. We, therefore, do not believe pursuing integration of HCA 
data for this screen would be worthwhile.  
 
The second potential screen for replacement by HCA within the Initial Review checks 
for change in aggregate fault current. To calculate this value, fault data must be 
acquired from an additional tool and input into the screen before calculating. DRIVE 
could provide this information using its Additional Fault Current Threshold. 
However, considering that over 1,000 projects pass through Initial Review Screens 
every year, this would make the updating of models and hosting capacity results a 
continuous process, which goes beyond even what we have estimated would be 
involved with the monthly HCA updates in Part B2 above.  For these reasons, we 
believe the HCA has limited value in integrating with the Initial Review Screen 
process.  
 
Considering this limited value, rather than working to use HCA results in the Initial 
Review process, we believe there would be more value in focusing on automation of 
the Initial Review step to assist in speed of Application review. This would require our 
screens to pull in data from the proper sources and perform the necessary 
calculations. This would not leverage the HCA, as that level of detail is not needed to 
perform those screens. The conceptual estimate for this is approximately $800,000 to 
$1.6 million for primarily information systems project costs.  We note that it would 
still be necessary for an engineer to analyze the results and potentially make 
modifications, which is estimated to cost around $150,000 per year on an ongoing 
basis.  However, this initiative could save 200-300 hours per year for Fast Track Initial 
Review Screens and – although not specifically part of the Use Cases the Commission 
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required we analyze – we believe this may also save potentially 600-700 hours in the 
Simplified Track process (based on over 2,000 applications received in both tracks 
combined), significantly improving the timelines involved in the associated 
interconnection application processing. 
 

2. Supplemental Review 
 
The Supplemental Review contains 13 different screens where a pass or fail is given. 
Of those 13 screens, we identified five as having potential to be replaced by HCA 
results. These five screens are looking for high voltage, voltage fluctuation, thermal 
overloads, islanding potential, and reverse power flow. All of these screens can be 
fulfilled by the primary over-voltage, primary voltage deviation, thermal for DER, 
unintentional islanding, and reverse power flow thresholds, respectively, within 
DRIVE. Consequently, the Supplemental Review is more aligned with HCA results 
than the Initial Review, and offers the greatest potential for future usage. These 
screens are performed about five times less often per year than the Initial Review 
Screens, reducing the need to update feeder models and HCA results more frequently 
in comparison.  
 
We illustrate this potential use of HCA data in the Supplemental Review process 
below. 
 

Figure 4:  Hosting Capacity in the Technical Review Process 
 

 
 
The conceptual cost we have determined for automation of the Fast Track 
Supplemental Screens is approximately $800,000 to $1.6 million. This could save 
nearly 1,000 hours of engineering time per year (based on the 300+ reviews needed), 
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and result in increased ability to process greater volumes of interconnection 
applications as DER penetration increases. Like the automation of the Initial Review 
Screen, an Engineer would still be needed to validate results, apply engineering 
judgement, and troubleshoot issues at an ongoing cost of approximately $150,000 per 
year. However, in order to efficiently use HCA results in the Supplemental Reviews, 
the frequency of the analysis would have to be increased first.  Again, we will also 
need to address cost recovery for these potential improvements to the MN DIP. 
 
E. Use Case 4 – the HCA Integrates with the Interconnection Process to 

Automate the Interconnection Studies  
 
In MN DIP, the System Impact Study is the final engineering analysis performed. 
This study is more time consuming than the earlier review screens in the process. This 
is due to the detailed modeling, analysis, mitigation assessment, and documentation 
that is required. Engineering judgement plays a large role in this part of the process 
and consequently, HCA results have little benefit. This is particularly evident with the 
mitigation assessment where many factors need to be considered to determine a least 
cost solution.  
 
The need for engineering judgement in the interconnection process is affirmed by 
EPRI. Quoting from the Whitepaper (at page 14): 

As the penetration of DER on Xcel Energy’s feeders grows, the number of 
applications that require detailed studies is also on the rise, particularly for solar 
gardens. These applications are becoming increasingly complex with higher 
penetration levels and therefore require more time to process than smaller rooftop 
applications. Because of the complexities of these projects, the potential for 
automation is limited to certain aspects of the study and thus only a partial solution to 
overcome the time associated with interconnection processing. Engineering 
judgement is and will remain an important component to interconnection studies. 
Efforts focused on developing more accurate system models and associated data and 
making those models and data readily available to internal staff will benefit both the 
technical review and system impact study processes. 

 
We believe one of the biggest benefits that could occur for System Impact studies, the 
HCA, and potentially the Supplemental Review process would be the availability of 
detailed and accurate feeder models that would come from the foundational data 
effort described previously. One of the more time intensive parts of the System 
Impact Study includes the development of the feeder model. Substantial time could 
be saved if these models were readily available. However, as we have described, this 
will require significant resources to complete.  
 
Today in the System Impact Study process, data verification only occurs if an engineer 
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suspects that incorrect data is present. Follow-up by field personnel can take days to 
weeks to accomplish, depending on circumstances. A proactive data collection and 
validation effort is the only way to speed-up this part of the process. The value in the 
System Impact Study process would be a reduction in the number of days needed for 
the Study, and the ability to process a higher volume of interconnection applications 
with existing resources as DER penetrations increase. 
 
For these reasons, we believe any maturation of the HCA should focus on more 
frequent updates or on integration with the more straightforward screens in the 
interconnection process at this time.   
 
F. Summary 
 
In summary, increased field data quality and system models, plus specific information 
systems changes that automate processes are needed to mature the HCA beyond 
quarterly updates and for any use of the HCA in the MN DIP.   
 
Use Case 1 – the HCA remaining an early indicator for the interconnection process.  We believe 
we may be able to move to quarterly HCA updates in Q3 2021 with the addition of 
incremental Engineering resources at an annual ongoing cost of $375,000 to 500,000.  
Getting to monthly updates will require a physical assets data collection and validation 
effort, plus information systems work to automate various processes, as outlined 
below. 
 
Table 3:  Conceptual Costs and Timeline for Use Case 1: the HCA Remains as 

an Early Indicator with More Frequent Updates – Monthly Updates 
 

Project Component Timeline 
(years) Project Costs Annual Ongoing 

Costs 
Foundational Data – Primary 
System 2-3 $27M – $32M $250,000 – $350,000 

Foundational Data – Secondary 
System 2-3 $13M - $16M $250,000 - $350,000 

Automation of Systems/ 
Processes for Monthly HCA 1.5-2 $1.4M - $2.8M $375,000 – $500,000 

Total 3 $41.4 M - $50.8M $875,000 - $1.2 M 
 
Use Case 2 – Integrate the HCA with the Pre-Application Data Reports.   The conceptual 
costs we have estimated to bring these two tools together as we have described are 
$600,000 to $1.2 million, with an approximate one-year timeline to develop. 
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Use Case 3 – Use the HCA in the MN DIP Fast Track Screens.  We developed conceptual 
costs and timelines for both the Initial Screens and Supplemental Review.  We note 
however, the improvements to the Initial Screens process do not rely at all on the 
HCA; they would be totally separate, but deliver value to the interconnection process, 
nonetheless.  Automation of both of these Screening processes rely on the 
foundational data effort to realize the full value, and the Supplemental Screens would 
also require the Monthly HCA updates to be fully functional.  We outline below, a 
hypothetical timeline to achieve the potential future Use Cases and the conceptual 
costs and timelines for automating these screens. 
 

Figure 5:  Hypothetical Timeline to Achieve the Potential Future Use Cases 
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Table 4:  Use Case 3: Automate the MN DIP Initial and Supplemental Screens 
– Conceptual Costs and Timeline 

 
Project Component Timeline 

(years) One-Time Costs Annual Ongoing 
Costs 

Initial Screens* - done individually    
Foundational Data – Primary 
System 2-3 $27M – $32M $250,000 – $350,000 

Foundational Data – Secondary 
System 2-3 $13M - $16M $250,000 - $350,000 

Automation of Initial Screen 
Process 1-2 $800,000 – $1.6M $125,000 - $175,000 

Sub-Total 3 $40.8M - $49.6M $625,000 - $875,000 
Supplemental Screens - done 
individually    

Foundational Data – Primary 
System 2-3 $27M – $32M $250,000 – $350,000 

Foundational Data – Secondary 
System 2-3 $13M - $16M $250,000 - $350,000 

Automation of Systems/ 
Processes for Monthly HCA 1.5-2 $1.4M - $2.8M $375,000 – $500,000 

Automation of Supplemental 
Screen Process 1-2 $800,000 - $1.6M $125,000 – $175,000 

Sub-Total 3 $42.2M - $52.4M $1M - $1.375M 

Total if done together 3 $43M – $54M $1.125M - $1.6M 

* Does not involve integration of HCA data. 
 
These timelines will need to be adjusted depending on the direction the Commission 
provides, a detailed design process, and resolution of cost recovery for the changes.  
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Order Point Requirement Compliance

Order Point 1

The Commission accepts the 2019 Hosting Capacity 
Analysis Report filed by Northern States Power 
Company d/b/a Xcel Energy and finds that  the filing 
satisfies the requirements of the Commission’s Order 
Accepting Study and Setting Further Requirements 
(August 15, 2019) in Docket No. E002/M-18-684 [the 
2019 HCA Order

N/A

Order Point 2

The Commission directs Xcel to submit a compliance 
filing within 30 days including notation of which feeders 
had actual Daytime Minimum Load data incorporated in 
the 2019 DRIVE HCA.

Filed on 8/20/2020

Order Point 3
The Commission finds that improved and additional 
information is necessary in future
HCA reports, as set forth below.

N/A

Order Point 4

Xcel shall collaborate with stakeholders in evaluating the 
costs and benefits associated with a hosting capacity 
analysis able to achieve the following objectives:

a. Remaining an early indicator of possible locations for 
interconnection;

b. Replacing or augmenting initial review screens and/or 
supplemental review in the interconnection process; 
and/or

c. Automating interconnection studies.

Three Stakeholder 
Workshops were held on 
September 2, 10, and 15, 
2020.
Compliance Filing – Section 
II: Stakeholder Engagement, 
Section IV: Roadmap for 
Future HCA Use Cases.
Attachment D2: Summary of 
September 2020 Workshops.
Attachment F: Roadmap and 
Futures Analysis.

Order Point 5

Xcel is directed to continue working with stakeholders to 
identify opportunities to integrate the HCA and the MN 
DIP pre-application and screening processes in future 
iterations of the HCA.

Three Stakeholder 
Workshops were held on 
September 2, 10, and 15, 
2020.
Compliance Filing – Section 
II: Stakeholder Engagement, 
Section IV: Roadmap for 
Future HCA Use Cases.
Attachment D2: Summary of 
September 2020 Workshops.
Attachment F: Roadmap and 
Futures Analysis.

Minnesota Public Utilities Commission's July 31, 2020 Order Accepting Report and Setting 
Further Requirements
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Minnesota Public Utilities Commission's July 31, 2020 Order Accepting Report and Setting 
Further Requirements

Order Point 6

In future HCA reports, Xcel is directed, to the extent 
practicable, to include on the HCA map and in 
downloadable spreadsheet format the following data: 
Transformer Name, Transformer Absolute Min, Load 
Tap Changer (LTC) or Regulator, Feeder Absolute Min, 
and Network or Radial.

Attachment A: 2020 HCA 
Report – Section III: 2020 
HCA Results, A. Heat Map 
and Tabular Results.
Attachment B: Feeder 
Tabular Results.

Order Point 7

In its 2020 IDP Compliance Filing, Xcel must provide a 
discussion of how Xcel’s hosting capacity analysis can be 
used to assist state energy policy goals related to 
beneficial electrification including detail on how a load 
hosting analysis would be done, an estimate of the 
resources that would be required, and the specific 
information the Company could provide.

See Annual Update 
Compliance filed in Docket 
No. E002/M-19-666 on 
October 30, 2020, Section 
III. Hosting Capacity 
Compliance – Load Analysis.

Order Point 8

Xcel’s future HCA reports must be detailed enough to 
provide developers with a reliable estimate of the 
available level of hosting capacity at the feeder and sub-
feeder levels at the time of submittal of the report to the 
extent practicable. The information should be sufficient 
to provide developers with a starting point for  
interconnection applications.

Attachment A: 2020 HCA 
Report in its entirety.
Attachment B: Feeder 
Tabular Report.
Attachment C: Sub-Feeder 
Tabular Report.

Order Point 9

The Commission adopts a long-term goal to use the 
hosting capacity analysis in the interconnection process’s 
fast track screens. Xcel should work with stakeholders to 
refine the hosting capacity analysis. Xcel may seek cost 
and timing clarification from the Commission.

Three Stakeholder 
Workshops were held on 
September 2, 10, and 15, 
2020.
Compliance Filing – Section 
II: Stakeholder Engagement, 
Section IV: Roadmap for 
Future HCA Use Cases.
Attachment D2: Summary of 
September 2020 Workshops.
Attachment F: Roadmap and 
Futures Analysis.

Order Point 10
In its 2020 HCA Report, Xcel must provide options for 
monthly, quarterly and semiannual HCA updates, 
including cost estimates.

Compliance Filing – Section 
IV: Roadmap for Future 
HCA Use Cases.
Attachment F: Roadmap and 
Futures Analysis.
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Order Point Requirement Compliance

Minnesota Public Utilities Commission's July 31, 2020 Order Accepting Report and Setting 
Further Requirements

Order Point 11
In its 2020 HCA Report, Xcel must, to the extent 
practicable, include a unique name or number for each 
line segment in the maps’ pop-up boxes.

Attachment A: 2020 HCA 
Report, Section III: 2020 
HCA Results, A. Heat Map 
and Tabular Results. 

Order Point 12

In its 2020 HCA Report, Xcel must, to the extent 
practicable, show the actual locations of distribution 
system lines instead of broad blocks of color on the 
HCA map.

Compliance Filing – Section 
III: Security and 
Confidentiality 
Considerations.
Attachment A: 2020 HCA 
Report, Section III: 2020 
HCA Results, A. Heat Map 
and Tabular Results.
Attachment E: Security and 
Confidentiality  
Considerations.

Order Point 13

Starting in November 2020, Xcel must make available a 
tabular report containing the sub-feeder results displayed 
on the 2020 hosting capacity map. This report shall be 
available in the docket, on the hosting capacity webpage, 
and/or by email request.

Attachment C: Sub-Feeder 
Tabular Results. 

Order Point 14

In its 2020 HCA Report, Xcel must include the precise 
number of feeders with actual and estimated Daytime 
Minimum Load data and note the feeders with estimated 
Daytime Minimum Load on the tabular spreadsheet to 
inform developers’ use of the report.

Attachment B: Feeder 
Tabular Results.

Order Point 15

In its 2020 HCA tabular report, Xcel must publish the 
criteria violation and corresponding hosting capacity 
values for each HCA model run and location, and map 
with appropriate caveats.

Attachment C: Sub-Feeder 
Tabular Results.

Order Point 16 The Commission does not require a sensitivity analysis 
for the 2020 HCA.

Attachment A: 2020 HCA 
Report – Introduction. 

Order Point 17

Following a Commission determination of the Use Case 
for future HCA reports, Xcel must develop a 
corresponding data validation plan for HCA results, 
solicit written feedback from stakeholders on the draft 
plan, and then include the final plan in the next HCA 
report.

Attachment A: 2020 HCA 
Report – Section I: DRIVE 
Tool and 2020 Analysis, D. 
Company Quality Assurance 
and Accuracy Assessment.
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Order Point Requirement Compliance

Minnesota Public Utilities Commission's July 31, 2020 Order Accepting Report and Setting 
Further Requirements

Order Point 18

Xcel must further explore and explain issues related to 
whether the result of Xcel Energy’s hosting capacity 
analysis should be redacted for customer energy use data
(CEUD) privacy and security concerns.

a. Xcel must separately evaluate and justify each privacy 
and security concern, so as to provide a full description 
and specific basis for withholding the information.

Compliance Filing – Section 
III: Security and 
Confidentiality 
Considerations.
Attachment E: Security and 
Confidentiality  
Considerations.

Order Point 19

The Commission hereby delegates authority to the 
Executive Secretary to issue Notice(s), set schedules, and 
designate comment periods to further discuss grid and 
customer security issues related to public display or 
access to grid data which includes, but is not limited to 
distribution grid mapping, aggregated load data, and 
critical infrastructure. The Commission anticipates 
consideration of the record and comments within 12 
months of this order.

N/A

Order Point 20

The Commission requests that the Commissioner of 
Commerce seek authority from the Commissioner of 
Management and Budget to incur costs for specialty 
services to provide a recommendation on privacy and 
security in the next hosting capacity report proceeding
and to participate in related analysis and stakeholder 
engagement, and subsequently bill those expenses to 
Xcel pursuant to Minn. Stat. § 216B.62, subd. 8.

N/A
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Order Point Requirement Compliance

Minnesota Public Utilities Commission's July 31, 2020 Order Accepting Report and Setting 
Further Requirements

Order Point 21

Xcel must implement its 2020 stakeholder engagement 
plan as outlined in the docket. In the 2020 HCA Report, 
Xcel must provide the results of the stakeholder process, 
including an overview of the feedback and suggestions 
provided by stakeholders, whether the feedback and 
suggestions are included in the 2020 HCA Report, and 
an explanation for any feedback and suggestions received 
but not included in the 2020 HCA Report.

Three Stakeholder 
Workshops were held on 
June 2, 16, and 30, 2020.
Compliance Filing – Section 
II: Stakeholder Engagement, 
A.  Feedback for the 2020 
HCA – June Workshop 
Series.
Attachment A: 2020 HCA 
Report, Section II: 2020 
HCA Methodology; Section 
III: 2020 HCA Results.
Attachment D1: Summary of 
June 2020 Workshops.

Order Point 22

Commission staff are directed to oversee and facilitate a 
discussion with Xcel and stakeholders of the technical 
assumptions, limiting criteria, and thresholds used in 
Xcel’s HCA. The discussion should address:

a. Thresholds for what constitutes a significant change in 
configuration, load, or generation to warrant rebuilding a 
feeder model;

b. Use of the Maximum Tap Regulators in Over/Under-
Voltage Analysis setting;

c. Analysis assumptions for Primary Voltage Deviation;

d. Other voltage analysis issues identified in IREC’s 
opening comments;

e. Limitations on Unintentional Islanding; and

f. Other topics identified by stakeholders for review.

Three Stakeholder 
Workshops were held on 
June 2, 16, and 30, 2020.
Compliance Filing – Section 
II: Stakeholder Engagement, 
A.  Feedback for the 2020 
HCA – June Workshop 
Series.
Attachment A: 2020 HCA 
Report, Section II: 2020 
HCA Methodology; Section 
III: 2020 HCA Results.
Attachment D1: Summary of 
June 2020 Workshops.
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Order Point Requirement Compliance

Minnesota Public Utilities Commission's July 31, 2020 Order Accepting Report and Setting 
Further Requirements

Order Point 23

In its 2020 HCA Report, Xcel must provide the results 
of the stakeholder discussion, including an overview of 
the feedback and suggestions provided by stakeholders, 
and whether the feedback and suggestions are included 
in the 2020 HCA Report.

Three Stakeholder 
Workshops were held on 
June 2, 16, and 30, 2020.
Compliance Filing – Section 
II: Stakeholder Engagement, 
A.  Feedback for the 2020 
HCA – June Workshop 
Series.
Attachment A: 2020 HCA 
Report, Section II: 2020 
HCA Methodology; Section 
III: 2020 HCA Results.
Attachment D1: Summary of 
June 2020 Workshops.

Order Point 24 Xcel Energy must file the 2020 HCA Report on 
November 2, 2020.

The 2020 HCA Report was 
filed on November 2, 2020.

Order Point 25 This order shall become effective immediately. N/A
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